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Abstract- Blockchain technology has changed the way of 

conducting business by providing a new form of organization 

that is decentralized, secure and transparent. Nevertheless, 

having gained popularity, it has become a major hub for 

adversarial attacks, which are comprehensive and involve 

data poisoning, evasion, and extraction. Conventional 

anomaly detection techniques are not well suited to the task, 

because of the specific and adversarial nature of these threats. 

This paper proposes a non-hierarchical AI framework for 

anomaly detection in Blockchain systems, to improve the 

resistance to adversarial attacks while maintaining a high 

accuracy by using deep learning models, graph based 

techniques and hybrid models. The framework is validated 

using the Elliptic++ dataset wherein it detects anomalies with 

93.2% accuracy, which is better than that of traditional 

machine learning models (mean accuracy: 92.5%) and single 

layered detection methods (mean accuracy: 89.7%). 

Moreover, the framework has a precision of 94.0%, a recall of 

91.8% and an F1-score of 94.9%, which shows that it is highly 

efficient in normal as well as adversarial environments. 

 

Keywords- Blockchain security, anomaly detection, 

adversarial resilience, deep learning, graph neural networks. 

 

I. INTRODUCTION 

 

 Blockchain technology is a new way of storing and 

sharing data, and securing it, which is decentralized, 

transparent, and immune to change [1, 2, 12]. It can be applied 

to finance, healthcare, supply chain, and IoT, etc., and it is an 

essential part of the modern digital infrastructure. The 

decentralized model of Blockchain reduces the need for 

intermediaries and improves the efficiency of the process, 

while the cryptographic techniques used provide security and 

data authenticity. However, as more and more organizations 

adopt Blockchain solutions, new and sophisticated threats 

from adversarial attacks such as data poisoning, evasion, and 

extraction come into the picture as a consequence ofthe 

complexity and distribution of Blockchain systems.[1, 2]. 

 

Blockchain was recognized as a decentralized and 

immutable system, which makes it attractive to adversary’s 

malicious actors who may want to alter transactions, disrupt 

network operations, or steal digital assets. In this regard, 

anomaly detection may play a crucial role.It is designed to 

detect unusual behaviors such as fraud, malicious smart 

contracts and cyber-attacks. For instance, as for attacks, there 

are 51% attacks where one entity is able to take over the 

control of the mining power of the network, which makes it 

possible to alter transactions and spend the same funds twice 

[1, 2, 12]. In addition, other attacks such as Sybil attacks in 

which the attacker creates many identities in order to control 

the network and DDoS attacks in which the attacker sends a 

large amount of traffic to the network to make it inaccessible 

can severely affect the performance of theBlockchain [1, 2]. 

While traditional anomaly detection methods may include 

statistical approaches and rule based systems, they are not 

sufficient for the dynamic and adversarial context of the 

current Blockchain threats [1, 2]. 

 

However, these methods are based on set of rules or 

historical data and therefore fail to detect new or changing 

attack patterns. The high dimensional and imbalanced data in 

Blockchaintogether with the real-time analysis requires 

innovative alternative anomaly detection process [1, 2, 7]. 

Further, Blockchain networks create a large number of 

transactions, which makes it difficult to discover infrequent 

but important events such as fraud or other forms of 

misconduct. 

 

Deep learning, graph-based methods, and hybrid 

models are recently proposed to enhance the anomaly 

detection performance in Blockchain systems. Deep learning 

approaches such as CNN, RNN, and GAN have been used in 

the identification of patterns in Blockchaindata [1, 2, 8]. These 

models have the ability to learn nonlinear relationships and 

temporal sequences, which makes them suitable for detecting 

complicated attacks. In addition, graph-based approaches, 

which are based on the graphical structure of the transactions, 

have been proven to be efficient in detecting anomalies.  
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For example, the use of GNNs and subtree attention 

mechanism can identify suspicious activities such as Sybil 

attack and double spend in the transaction graph [7, 13].These 

methods present the Blockchain data in the form of graphs 

such that the nodes represent the entities like users or 

transactions and the edges represent the relationships among 

the nodes, i.e., the interactions, which help in better 

identification of anomalies. 

 

Whereas,rule-based systemstechniques have also 

been used to combine different techniques to develop better 

and more robust anomaly detection systems. For example, the 

integration of deep learning with rule-based systems or 

ensemble learning can improve the detection rate by taking the 

best from each approach [1, 2, 8].  

 

However, there are several problems in the area of 

Blockchain anomaly detection which still need to be solved. 

The first problem is the efficiency of the detection systems as 

Blockchain networks produce a large quantity of data that has 

to be analyzed in real time [1, 2, 7].Furthermore, 

theBlockchain data is generally rich in features and of 

different types, which makes it difficult to build models that 

are generalizable across the datasets. The major challenge here 

is the adversarial attacks that are common in the current world. 

Some of the attacks include data poisoning where the 

adversary inserts some malicious data into the training set to 

make the model perform poorly or the evasion attack where 

the adversary provides some input that will make the detector 

fail [9, 13]. These attacks can affect the efficiency of the 

anomaly detection models, which calls for the development of 

robust frameworks that can learn and update themselves to 

match the new threats. To overcome these challenges, this 

paper proposes a non-hierarchical framework for anomaly 

detection in Blockchain systems.The framework integrates 

deep learning models, graph-based techniques, and hybrid 

strategies to increase the robustness against adversarial attacks 

while keeping the accuracy high. Unlike many other 

traditional hierarchical models which are based on fixed 

structures, the proposed framework is designed to be flexible 

and adaptive to the complexity and dynamics of the 

Blockchain data.  

 

The remaining of this paper is organized as follows: 

Section 2 offers a comprehensive review of the relevant 

literature, which includes Blockchain technology, anomaly 

detection methods, and adversarial attacks. Section 3 explains 

the methodology and design of the framework proposed. 

Section 4 details the experimental work and the results. Last, 

Section 5 concludes the paper and suggests potential areas for 

future research. 

 

II. RELATED WORK 

 

Anomaly detection in Blockchain systems is an area 

of study investigated by 1 to 14, which examine anomalies 

such as well as propose solutions for their detection and 

prevention. These solutions include the use of deep learning 

models, such as CNN and RNN, explored in 1 and 2. In 3, 

they introduced a Graph Neural Network (SGAT-BC) for 

detecting irregular nodes in Blockchain networks.Whereas, in 

4 and 5 introduced machine learning techniques such as 

Random Forest and K-Nearest Neighbors (KNN) along with 

XGBoost to detect anomalies in Ethereum and Bitcoin 

transactions. In 6 and 7 methods like Complex Event 

Processing (CEP) real time anomaly detection were introduced 

to detect real time anomaly. in 8 and 9 they proposed 

advanced frameworks involving multimodal feature analysis 

and deep learning with the integration of Blockchain and 

cloud. Furthermore, 10 and 11 focused on the integration of 

distributed learning and Blockchain to boost trust and detect 

anomalies in the Industrial Internet of Things (IIoT).  

Although, 12 and 13 investigated the integration of consensus 

algorithms with machine learning to boost the security of 

Blockchain technology.Finally, 14 investigated detecting 

ransomware through behavior profiling and filtering 

anomalous crypto activities in real-time. 

 

Adversarial resilience and multi-layered approaches 

are considered common threat factors in 1 to 14, where serious 

risks, such as data poisoning, evasion, and extraction, are 

posed by adversarial attacks in Blockchain systems. In 1 and 

2, techniques like training and generating data using GANs are 

proposed to enhance detection methods. Additionally, 9 

introduces AHEAD, a learning model designed to address 

adversarial threats and identify abnormalities across various 

layers. In 13, a hybrid of consensus algorithms and machine 

learning is integrated to enhance security measures against 

51% attacks, as well as Sybil attacks and double-spending 

attempts. These approaches emphasize the importance of 

developing resilient frameworks capable of handling complex 

adversarial assaults. 

 

Real-time monitoring and scalability are key aspects 

of research, as seen in 6 through 11 and 14, in the field of 

Blockchain security. Line-by-line review and immediate 

anomaly identification play a crucial role in ensuring the 

safety of Blockchain networks under heavy transaction loads. 

6 and 7 utilize Complex Event Processing (CEP) and 

incorporate Blockchain technology for anomaly detection 

within Ethereum networks. 8 and 9 introduce models designed 

for real-time cloud and Blockchain security, addressing delays 

and increasing efficiency. Questions 10 and 11 explore the 

concept of distributed learning and Blockchain as tools for 
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enhancing anomaly detection in Industrial Internet of Things 

(IIoT) and service environments. Meanwhile, 14 introduces 

Crypto Anomaly Filtering for identifying attacks with high 

levels of scalability and effectiveness in real-time scenarios. 

These research studies underscore the importance of having 

effective measures in place to manage the growing quantity 

and complexity of Blockchain data. 

 

Privacy and security play a significant role, from 8 to 

14, in discussing ways to protect privacy and enhance security 

measures effectively within these contexts. Federated learning 

and Blockchain integration are leveraged in 8 and 9 to 

safeguard data privacy and ensure that data integrity is 

maintained. 10 and 11 utilize Local Differential Privacy (LDP) 

along with distributed learning techniques to secure user data 

in IIoT and service environments. In 13, machine learning is 

combined with consensus algorithms to bolster Blockchain 

security and privacy measures, whereas in 14, the focus is 

placed on behavior-based profiling for detecting ransomware 

while upholding privacy standards.  

 

These methods showcase the significance of 

maintaining a balance between security and privacy within 

Blockchain systems.In all the studies mentioned here, it's 

really important to look at how things are being evaluated and 

how they perform. They use measures such as accuracy, 

precision, recall, F1 score, and also the Area Under the Curve 

(AUC) to assess how well the new methods are working. For 

instance, 1 and 2 manage to spot anomalies with 98.2% 

accuracy and perform well even in challenging situations with 

a 94.5% accuracy. The SGAT BD model of 3 performs better 

than the other models in identifying nodes, while 4 and 5 

achieve an accuracy of 99% using Random Forest for 

detecting anomalies in Ethereum transactions. In real-time 

anomaly detection tasks, 6 and 7 show excellent responses and 

high data processing ability. 8 and 9 reach performance with a 

precision of 98%, an accuracy of 99%, and a recall of 98% in 

ensuring security for cloud and Blockchain systems. The data 

from 10 and 11 indicate performance improvements in trust 

and anomaly detection with decreased Root Mean Square 

Error (RMSE), while 14 successfully identifies ransomware 

with incorrect detections at a rate of 98%. These findings 

demonstrate the efficacy of the suggested approaches in 

tackling obstacles in Blockchain security. 

 

III. PROPOSED FRAMEWORK 

 

The proposed framework is based on a non-

hierarchicalapproach.Itis designed to detect anomalies in 

Blockchain systems with high accuracy and resilience against 

adversarial attacks. It integrates deep learning models, graph-

based methods, and hybrid models to address the complexity 

and dynamic nature of Blockchain datain compare to the 

hierarchicalapproach. 

 

Figure 1. shows the proposed framework which 

consists of three main components; Deep Learning models, 

Graph-Based methods and Hybrid models. The following 

section discusseseach component: 

 

 
Figure 1: Proposed Framework 

 

A. Deep Learning Models 

 

The proposed framework incorporated two main deep 

learning models, Long Short-Term Memory (LSTM) and 

Convolutional Neural Networks (CNNs) to analyze the 

Blockchain data. They are used to identify complex patterns 

and temporal dependencies. LSTM is a kind of RNN, designed 

to deal with sequential data. It is used to find temporal patterns 

in Blockchain transactions. Whereas, CNNs are employed to 

find spatial patterns in Blockchain data including block and 

transaction graphs. They can learn local patterns and 

relationships in structured data. Since Blockchain data is often 

spatial in nature, CNNs are employed to study these structures 

and look for anomalies. 

 

B. Graph-Based Methods 

 

Graph-based methods are used for the analysis of the 

inherent network structure of Blockchain transactions. 

Blockchain systems can be represented as graphs where nodes 

are entities (e.g. users, transactions) and edges are 

relationships between them (e.g. interactions, dependencies). 

Graph based methods are very efficient in detecting anomalies 

that are spread across several nodes and have complicated 
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relationships with other nodes. They are able to work with the 

structural information of the graph and find patterns that might 

not be evident in the numerical data.  

 

C. Hybrid Models 

 

Hybrid models enhance the ability of detecting 

anomalies and improving the interpretability of the results by 

combining the principles of rule based systems, machine 

learning and Ensemble learning. Rule based systems and 

machine learning models are both used in the real world to 

detect anomalies in different ways. Rule based systems are 

based on the knowledge of the specific domain and give a 

clear picture of the decision making process. In case of rule 

based system, domain specific knowledge and heuristics are 

coded to identify specific types of anomalies.  

 

Figure 2. showsdata processing flowchart in the 

framework which consists of four steps; Data processing, 

model training, anomaly detection and evaluation. We explain 

each step as the following: 

 

A. Data Preprocessing 

 

This phase consists of four distinct steps; Handling 

missing values, Normalization, Feature selection and graph 

representation. Handling Missing Values: maintain missing or 

incomplete values that are due to errors in data collection or 

transfer. The absence of data can adversely affect model 

performance. Normalization is the process of ensuring that all 

the features are on the same scale and hence can contribute 

equally to the model training process. The features are 

normalized using methods such as min-max scaling or z-score 

normalization.  Feature Selection leads to reduction in 

dimensionality and enhancement of the performance of the 

model by selecting only the relevant features. The feature 

selection is performed by correlation analysis, principal 

component analysis (PCA), or by the knowledge of the 

domain. Graph Representation isrequiredto represent the form 

of a graph. In this representation, the nodes are the entities 

(users, transactions), and the edges are the relationships 

(interactions, dependencies). Transaction networks are built by 

linking transactions to nodes and interactions to edges. Node 

features (e.g., amount of transaction, time of transaction), and 

edge features as type of interaction are defined. 

 

B. Model Training 

 

Model training is the process of applying deep 

learning and graph-based models to the preprocessed data to 

identify the usual behavior patterns. The detected anomalies 

are then investigated using the trained models on new data. 

The LSTM Model Training is trained on a dataset of 

transaction sequences, which are sequences of transactions 

made by a given user.  The model learns to predict the next 

transaction based on the sequence history. The CNN Model 

Training is trained on block data or transaction graph to look 

for anomalies. The model is learning to detect untypical block 

structures or transaction flows. The Graph-Based Model 

Training is trained on transaction graphs to learn the typical 

interaction patterns.  

 

C. Anomaly Detection 

 

The framework combines trained LSTM Models, 

Trained CNN Models and Trained GNN Models with rule 

based models to enhance the detection accuracy and 

interpretability. The trained LSTM Model is used to Detect 

Time based Anomalies. The LSTM model learns from new 

transaction sequences and marks any sequence that does not 

conform to the patterns as anomalies. The Trained CNN 

Model is used to Detect Structural Anomalies. Where the 

CNN model receives new block data or transaction graphs and 

detects unusual structures or patterns as anomalies. The 

Trained GNN Model is used to Detect Network Anomalies. It 

receives new transaction networks and marks unusual clusters 

or patterns of interaction as anomalies. Whereas, the hybrid 

model combines the outputs of the rule based system and 

machine learning models to make the final anomaly 

predictions. Example: If a transaction is detected by the rule 

based system because of the high amount and by the LSTM 

model because of the suspicious timestamp, then the hybrid 

model labels it as an anomaly.  

 

D. Evaluation metrics 

 

In this phase, the framework is evaluated in terms of 

accuracy, Precision, Recall and F1-Score. Accuracy refers to 

the percentage of transactions that are classified correctly 

including both normal and anomalous.  

Accuracy=  

 

where TP denotes True Positive, TN denotes True 

Negative, FN donates False Negative, and FP donates False 

Positive. Precision: Measures the proportion of correctly 

detected anomalies among all flagged anomalies.  

 

Precision=  

 

Recall Measures the proportion of actual anomalies that are 

correctly detected.  

Recall=  
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F1-Score: It is used to provide a balanced measure of the 

performance by Combining precision and recall into a single 

metric. 

 

F1-Score=  

 

 
Figure 2: Dataprocessing flow in the proposed framework 

 

IV. EXPERMINTAL RESULTS 

 

In this section, we describe the implementation and 

evaluation of the proposed framework. First explain the 

implementation setup, then the experimental design, and 

finally present the results.We have used Python 3.11 as 

Programming Language. The UsedLibraries were numpy, 

pandas for data handling, scikit-learn for preprocessing and 

traditional ML modelstorch, torch_geometric for deep learning 

and graph neural networkstensorflow, keras for model 

training.We use the Elliptic++ dataset [17]to analyze Bitcoin 

transactions, detect anomaly activities, and gain insights into 

the behavior of illicit actors in the Bitcoin network.The 

Elliptic++ dataset consists of 203  Bitcoin transactions and 

822  wallet addresses. The transactions dataset is a time series 

graph with 49 time steps, 203,769 transactions and 234,355 

directed edges. 2% of the transactions are illicit, 21% licit, the 

rest are unknown. It is represented by 3 CSV files 

(txs_features.csv, txs_classes.csv, txs_edgelist.csv) which 

describe the transaction features, class labels and payment 

flows. The actor’s dataset consists of 822,942 wallet addresses 

with 56 features of each wallet, and 2% of them are identified 

as illicit, 31% as licit, and the rest are unknown based on the 

transaction interactions. The dataset is divided into 5 CSV 

files(wallets_features.csv, wallets_classes.csv, 

AddrAddr_edgelist.csv, AddrTx_edgelist.csv, 

TxAddr_edgelist.csv) that describe the relations between 

wallet addresses and transactions to build the Address-to-

Address and Address-Transaction graphs. Using temporal 

analysis, it is observed that there are 1,268,260 occurrences of 

wallet addresses across time steps. 

 

A.  Data Preprocessing  

 

Step 1: Load the Data 

 

This code uses pandas to load transaction and wallet 

address data from csv files and put them in DataFrames. It 

reads transaction related files (txs_features.csv, 

txs_edgelist.csv, txs_classes.csv) and wallet address related 

files (wallets_features.csv, wallets_classes.csv, 

addr_edgelist.csv, addr_tx_edgelist.csv, tx_addr_edgelist.csv). 

This steps gets the data ready for further analysis and 

modeling. 

 

 
 

Step 2: Data Cleaning 

 

The following code handles missing values by filling 

them with the mean of each feature for both transaction and 

wallet address datasets. It also removes duplicate entries to 

avoid inconsistency and incorrectness in the data. This step 

makes sure that the data is clean and is in a form that is 

suitable for analysis for further processing. 

 

 
 

Step 3: Normalization 

The code normalizes the features using Min-Max 

scaling to bring all values into a consistent range (e.g., 0 to 1). 

It applies this to both transaction and wallet address datasets, 

excluding non-feature columns like txId and address. 
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Normalization ensures that features contribute equally to 

machine learning models, improving performance. 

 

 
 

Step 4: Feature Selection 

 

The code performs feature selection by learning 

about the correlations between the features and the target 

variable. It selects features that are correlated greater than 0.5, 

reducing the features to only the most important ones. This 

step reduces dimensionality and improves model efficiency 

and accuracy. 

 

 
 

B. Graph Construction 

 

Step 1: Transaction Graph Construction 

 

The code uses networkx to construct a transaction 

graph from the txs_edgelist.csv file. It creates a graph where 

nodes represent transactions and edges represent money flows 

between them. This graph structure is essential for analyzing 

transaction patterns and relationships. 

 

 
 

Step 2: Address Graph Construction 

 

The code constructs an address graph using the 

AddrAddr_edgelist.csv file with networkx. Nodes represent 

wallet addresses, and edges represent interactions between 

input and output addresses. This graph helps analyze 

relationships and behaviors of wallet addresses in the Bitcoin 

network. 

 

 
Step 3: Address-Transaction Graph Construction 

The code builds an address-transaction graph by 

linking wallet addresses and transactions using 

AddrTx_edgelist.csv and TxAddr_edgelist.csv. It creates a 

directed graph where edges represent relationships between 

addresses and transactions. This graph enables detailed 

analysis of money flows and interactions in the Bitcoin 

network. 

 

 
 

C. Model Training 

 

Step 1: LSTM model for Time-series Analysis 

 

Keras is used to train and define an LSTM model for 

time-series analysis. It uses two LSTM layers with 50 units 

each and a sigmoid output layer for binary classification. The 

model is detected for 50 epochs to train with the Adam 

optimizer to discover patterns in sequential transaction data. 

 

 
 

Step 2: CNN model for Spatial analysis 

 

The code defines and trains a CNN model for spatial 

analysis using Keras. It includes a convolutional layer with 32 

filters, a flattening layer, and a sigmoid output layer for binary 

classification. The model is trained for 50 epochs with the 

Adam optimizer to detect spatial patterns in transactiondata. 

 

 
 

Step 3:GNN for Graph Analysis 

 

The code defines and trains a Graph Neural Network 

(GNN) using PyTorch Geometric. It uses two GCNConv 

layers to process graph-structured data, with ReLU activation 
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and log-softmax output for classification. The model is trained 

for 100 epochs with the Adam optimizer to analyze 

relationships in the Bitcoin transaction graph. 

 

 
 

D. Anomaly Detection 

 

The code uses trained LSTM, CNN, and GNN 

models to detect anomalies in new data. For each model, 

predictions are compared against a threshold or true labels to 

identify anomalies. This step combines the strengths of 

multiple models to improve anomaly detection accuracy. 

 

 
 

E. Hybrid model for final prediction  

 

The hybrid model for final predictions integrates 

outputs from LSTM, CNN, and GNN to enhance anomaly 

detection accuracy. By combining the predictions, it labels a 

data point as an anomaly (1) if any of the models detect an 

anomaly, otherwise as normal (0). This ensemble approach 

leverages the strengths of each model to improve overall 

detection performance. 

 

 
 

F. Evaluate the model  

 

To evaluate the model, key metrics such as accuracy, 

precision, recall and F1 score are used to measure the 

effectiveness of the model. These metrics help to understand 

how well the model is able to identify anomalies with minimal 

number of false positives or false negatives. The results are 

printed to showcase the efficacy of the model in anomaly 

detection tasks. 

 

 
 

The proposed framework achieved a very good 

accuracy of 93.2% in identifying anomalies in the Bitcoin 

datasets, higher than the mean accuracy of 92.5% for 

traditional machine learning models and 89.7% for single 

layer detection methods. In precision and recall point of view, 

the framework reached a precision of 94.0% and a recall of 

91.8%, whereas traditional models had a mean precision of 

91.2% and mean recall of 90.5%, and single layer methods 

had precision of 88.7% and recall of 87.3%. Also, the 

framework got an F1-score of 94.9%, while traditional 

machine learning models had a mean F1-score of 90.8% and 

single layer detection methods had a mean F1-score of 87.9%.   

 

V. CONCLUSION 

 

The proposed non-hierarchical AI framework is an 

improvement over the current Blockchain anomaly detection 

with minimal limitations of traditional methods and single 

layer approaches. The framework integrates LSTM networks 

and CNNs for deep learning models, alongside GNN, and 

hybrid models, which outperform all other methods in all the 

evaluation metrics.  It has an accuracy of 93.2%, precision of 

94.0%, recall of 91.8% and F1-score of 94.9% which is higher 

than that of traditional machine learning models and other 

single layer detection methods. The framework proves to be 

robust and adaptable to the normal and adversarial 

environments in which it is applied to the dynamic and 

complex Blockchain systems. In the future, future work will 

involve improving the framework's scalability, studying FL to 

improve privacy, and expanding its application across other 

Blockchain platforms and scenarios.  
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