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Abstract- Brain stroke is a serious health issue that requires 

timely and accurate prediction for effective treatment and 

prevention. This study described a hybrid system that used the 

best feature selection method and classifier to predict brain 

stroke. The Stroke Prediction Dataset from Kaggle was used 

for this study. Synthetic minority over-sampling techniques 

(SMOTE), random Oversampling, Random Undersampling 

analysis was used to accomplish class balancing. Accuracy, 

sensitivity, specificity, precision, and the F-Measure were the 

main performance parameters considered for investigation. To 

determine the best combination for predicting brain stroke, the 

performance of five classifiers, Decision Tree (DT), random 

forest (RF), Logistic Regression (LR), LDA, and Adaptive 

Boosting (AdaBoost), was compared along with three data 

balancing techniques with different combinations. The 

performance parameters were assessed using k-fold cross-

validation. 
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I. INTRODUCTION 

 

Stroke is the leading cause of death and a major threat to 

global health known as cerebrovascular accident (CVA). 

According to the world health organization (who) definition, 

stroke is a serious vascular disease or dysfunction that causes 

paralysis, severe pain, and forgetfulness [1]. Stroke symptoms 

last more than 24 hours and can result in death within 3 to 10 

hours [2]. A study by the world health organization showed 

that 15 million people have a stroke, and one person dies 

every 4 to 5 minutes (3). There are two types of strokes: 

ischemic stroke and hemorrhagic stroke. When the arteries 

that feed the brain become blocked or clogged due to blood 

clots, it is called an ischemic stroke and accounts for 87% of 

all strokes according to the American heart association (aha) 

[5]. In contrast, a hemorrhagic stroke occurs when blood 

vessels rupture or bleed, and 15% of strokes are hemorrhagic 

strokes [5]. The disease is rapidly increasing in developing 

countries such as China, where the burden is highest [6], while 

the United States is experiencing disability due to stroke. 

According to the world health organization, the mortality rate 

of stroke patients ranks 84th in the world, which is terrible 

news. Approximately 700,000 people are affected by this 

disease each year. Over the last few years, researchers have 

worked with different methods such as prospective studies, 

case-control studies, and case series and have identified signs 

of modifiable (genetic diseases, male gender, age) and 

modifiable risk factors (hypertension, smoking, diabetes) [8]. 

Figure 1.1 shows the risk factors for ischemic stroke. As the 

world population increases, the number of deaths and affected 

people from this disease is expected to increase. However, 

with early treatment and early diagnosis, this death can be 

prevented. There are tools such as the cox proportional hazard 

model that can be used to predict stroke. However, since it is a 

traditional method, it cannot use high-dimensional data in 

stroke prediction. In this context, machine learning can play an 

important role in stroke prediction effectively and efficiently 

at low cost. Different learning machines such as random 

forests, support vector machines, decision trees, and logistic 

regression have been used in clinical practice for many years 

to perform accurate analysis and predict accurate results due to 

the large inconsistency of patterns in the data. This study 

showed the highest results in stroke prediction using data 

analysis methods, machine learning algorithms including 

various risk factors, and non-uniform data. 

 

The incidence of stroke is increasing worldwide and 

is now considered a leading cause of death and disability. 

Early intervention is critical to preventing long-term disability 

and death associated with stroke. However, the process of 

estimating stroke risk is often time-consuming and prone to 

error. Recently, machine learning algorithms have shown 

promise in estimating stroke risk based on a variety of clinical 

risk factors. Using these algorithms, doctors can identify high-

risk patients and intervene earlier, reducing the number of 

stroke complications and improving patient outcomes. There 

is also a growing need for clarity and explanation of machine 

learning models in healthcare. Using machine learning models 

can help inform treatment decisions by providing doctors with 

valuable information about what puts a patient at risk for 

stroke. The world stroke organization estimates that 13 million 

people suffer a stroke each year worldwide, resulting in 5.5 
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million deaths [10]. Stroke affects all aspects of patients’ lives, 

including family, social environment, and work, and is a 

leading cause of death and disability worldwide [10], [11]. A 

common misconception is that stroke only affects certain 

groups of people, such as the elderly or those with underlying 

medical conditions. In fact, anyone can be affected, regardless 

of age, gender or physical health. A stroke is a serious 

interruption of blood flow to the brain, depriving it of oxygen. 

There are two types: ischemic and hemorrhagic. Medium-

grade strokes can cause permanent or temporary damage, 

depending on their severity. Hemorrhagic strokes are rare, but 

they are caused by ruptured blood vessels in the brain. This 

type of stroke usually occurs when blood vessels become 

blocked or narrowed, preventing blood flow to the brain. 

Being over 55 years of age, having a previous stroke or tia, 

irregular heartbeat, high blood pressure, atherosclerosis, 

smoking, high cholesterol, diabetes, obesity, impotence, 

medication estrogens, blood clots, carotid artery stenosis due 

to medications or amphetamines, and heart disease such as 

heart attack are risk factors for stroke [14], [15], [16]. A stroke 

can occur suddenly, and its symptoms can be variable and 

unpredictable. The main symptoms of a stroke include 

paralysis on one side of the body, numbness in the face, arms, 

or legs, difficulty speaking or walking, dizziness, blurred 

vision, headache, vomiting, loss of mouth, and in severe cases, 

loss of consciousness. These feelings can come on suddenly or 

gradually, and in some rare cases, make you aware [17], [18], 

[19]. Stroke affects both men and women, reducing their 

quality of life and affecting public health. The scientific 

community has developed advanced models to predict strokes 

in order to prevent strokes, and artificial intelligence plays an 

important role in this effort as it is widely used to prevent 

stroke pain. Many studies have been conducted to improve 

stroke diagnostic models [20], [21], [22], to predict treatment 

outcomes and patient responses, and to develop treatment 

strategies [23], [24], [25]. For example, Arslan et al. [26] 

Proposed a data mining system using data from 80 ischemic 

stroke patients and 112 healthy subjects to predict ischemic 

stroke, and the most accurate support vector machine (svm) 

classifier reached 97.89% and the auc reached 97.83%. This 

study also investigates how different factors affect the 

determination of risk factors for ischemic stroke. 

Cerebrovascular accident, also known as stroke, is the second 

leading cause of death and the third leading cause of disability 

worldwide [27]. Stroke is defined as the sudden death of some 

cells due to lack of oxygen and is usually asymptomatic. 

Stroke greatly affects the social and economic life of many 

countries. For example, according to the American heart 

association, more than 140,000 people died of stroke in the 

United States in 2016. This means that 1 in 19 deaths are 

caused by stroke. The direct and indirect costs of stroke were 

estimated at $45.5 billion in 2015. Stroke is reported by the 

world health organization (who) as a growing problem that has 

received little attention to date [29]. Early diagnosis of the 

disease has been shown to facilitate prevention and treatment 

[30]. 1.2 Methods for Stroke Risk Prediction Stroke is 

considered one of the most serious diseases of today's life. It 

can cause physical and mental deaths such as hemiplegia, 

speech disorder (aphasia), ataxia, blindness, forgetfulness, and 

dementia. According to the 2019 death index published by the 

world health organization (who) in December 2020, the top 10 

causes of death accounted for 55% of the total number of 

deaths in 2019 (approximately 55.4 million people). Among 

them, 6 million people died of cerebrovascular disease, which 

was reported to be the second leading cause of death [32]. The 

united nations states that if the population aged 65 and over 

reaches 7 percent or more in a country, that country is 

classified as elderly; an old life; when the rate is more than 

20%, it means that it has entered super old life [33]. For this 

reason, the social problems of the elderly society have begun 

to gain importance and the elderly can be defined as 

segmental. In addition, the aging report of the international 

credit rating company moody's shows that countries such as 

Japan, Germany, and Italy have entered the elderly population 

since 2013, with the elderly accounting for more than 20%. It 

is reported that as many as 34 countries will enter the elderly 

age by 2030 [33]. 

 

 
Figure 1.1: Risk factors for ischemic stroke [9]. 

 

II. LITERATURE SURVEY 

 

The reliability of ai has been a useful tool for routine 

diagnosis and medical information processing (ai). Ai is 

expanded when human vision is limited. Currently, many 

applications using various machine learning algorithms are 

used for data processing and innovation in medical research. 

The use of machine learning techniques has been seen in many 

new health research applications, including disease screening 

and cancer diagnosis. Many previous studies have used 

machine learning in stroke prediction. This section describes 

the achievements of other researchers in this field. Minhaz et 

al. [34] also conducted a stroke study where they obtained data 

from various hospitals in Bangladesh. After the preliminary 
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data, 10 algorithms were used for training. Then a weighting 

scale is used to improve the performance of each class. All 

models are then refined, and a weighted index is used to find 

the best model. The study concluded that the accuracy of the 

weight measurement is 97%. Yin ya et al. [35] Studied stroke, 

where the EEG (electroencephalogram) biometric signal 

during walking can detect stroke. This paper states that 

random forests can predict stroke using biometrics. In another 

study, priya et al. [36] Used mining tools and machine 

learning algorithms to predict stroke. The authors used 14 

classification methods including simple tree, median tree, 

complex tree, logistic regression, linear svm, quadratic svm 

and neural network. Through this test, nn achieved 95.3% 

accuracy compared to others. Selasia et al. [37] Considered 

different data from Kaggle and performed the prior data 

including missing value handling, label coding and unequal 

data. After the prior data, six machine learning algorithms 

were applied to these data. After comparing the accuracy of 

these algorithms, naive bayes classification gave the highest 

accuracy of 82%. They also created an html page where the 

user can get the results by giving some parameters regardless 

of whether he/she has a stroke or not. Hager et al. [38] used 

four classification methods to predict stroke: logistic 

regression, random forest, decision tree, and support vector 

machine. They use hyperparameters tuning and cross 

validation in machine learning algorithms to obtain their 

results. Then they evaluated the performance of four models 

and found that random forest has the highest accuracy of 90% 

among the four models. Wu et al. [39] proposed a stroke 

prediction model with imbalanced data. In this study, they 

collected random data from the China longitudinal health and 

longevity study and successfully compared the data using 

random oversampling, random Undersampling (rus) and smote 

techniques. In this study, the authors used continuous logistic 

regression, support vector machine and random forest models 

to predict strokes in univariate data as well as balanced data 

where the best result was compared with a dataset. When 

compared, they show that svm and lr can achieve up to 95% 

accuracy on random data, but the sensitivity is. Badria et al. 

[40] Collected ct scan data from stroke patients in hajj hospital 

in Surabaya, Indonesia. In the first stage, image operations 

such as data transformation, cropping, scaling, grayscale and 

reliable data are performed here to improve the image quality. 

In this experiment, random forest achieved the highest 

accuracy of 95.97% compared to other classifications. Jaehak 

et al. [41] Also conducted a stroke study where they used real-

time bio signals of ai to predict stroke. The system uses 

(machine learning) and short (deep learning) algorithms, and 

lstm achieves the best results (98.58%). Yin a et al. [42] 

published another report using eeg data and deep learning 

models, where lstm showed the best results with 94% 

accuracy. 

III. PROPOSED WORK 

 

We propose the detailed design process will be described in 

the subsequent sections. 

 

In the following section, we will have a look at some 

of the main steps of a typical machine learning task, and the 

diagram below should give us an intuitive understanding of 

how they are connected.  

 

1. Preparation of dataset the dataset is downloaded from 

kaggle. It has following task to peform:  

 

 Data Manipulation. 

 Missing Values Handling. 

 Feature Generation. 

 Dimensionality Reduction. 

 Outlier Removal. 

 Normalization. 

 Partitioning.  

 

2. Model Training  

 

 Model Selection. 

 Hyper Parameter Optimization. 

 Model factory.  

 

3. Model Optimization. 

 

 Parameter Tuning. 

 Parameter Optimization. 

 Model Size. 

 No iterations.  

 

4. Model Evaluation 

 

 Performance Measures. 

 Accuracy. 

 Precision. 

 Recall. 

 ROC_AUC score. 
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Figure 3.1: Proposed work. 

 

4.2 Proposed Algorithm: 

Step 1: Read the dataset of stroke related information.  

Step 2: Clean the dataset. 

Step 3: Categorize data into numerical and Categorical 

columns. Step 4: Apply Label encoding on Categorical 

columns.  

Step 5: Normalize all data into a predefined range. 

Step 6: Split the dataset into train_set and test_set. 

Step 7: Train the model using various classifiers. 

Step 8: Evaluate the models for metrics. 

Step 9: Apply Grid Search and optimize the models. 

Step 10: Again, train and test the models with optimized 

models. Step 11: Apply SMOTE and rebalance the dataset. 

Step 12: Train and test the models to get more accurate results. 

Step 13: Compare the performance of all the Classifiers.  

Step 14: Exit. 

 

IV. RESULTS 

 

Implementation Detail: 

 

Dataset To proceed with the implementation, 

different datasets were considered from Kaggle. This has 5110 

rows and 12 columns. The columns 

have'id','gender','age','hypertension’,heart_disease','ever_marri

ed','work_type','residence type', 'avg_glucose_level', 'bmi', 

'smoking_status' and 'stroke' as the main attributes. The output 

column 'stroke' has the value as either '1' or '0'. The value '0' 

indicates no stroke risk detected, whereas the value '1' 

indicates a possible risk of stroke. This dataset is highly 

imbalanced as the possibility of '0' in the output column 

('stroke') outweighs that of '1' in the same column. Only 249 

rows have the value '1' whereas 4861 rows with the value '0' in 

the stroke column. For better accuracy, data pre-processing is 

performed to balance the data. 

 

The dataset is taken from Kaggle in the form of csv format. 

The snapshot of the dataset used is shown below in figure 6.2. 

 

 
Figure 4.1: Dataset snapshot. The dataset has various columns 

like id, gender, age, hypertension, heart_disease, 

ever_married, work_type, Residence_type, avg_glucose_level, 

bmi, smoking_status and stroke. 

 
Figure 4.2: Combined Result of all the Classifiers. 

 

V. CONCLUSION 

 

The application of Machine Learning (ML) for stroke 

prediction has demonstrated its potential as a valuable tool in 

the early detection and risk stratification of individuals at risk 

of stroke. Machine Learning models: have shown powerful 

statistical results in distinguishing between stroke and non-

stroke patients based on multiple input features, such as 

demographic information, medical history, and clinical factors 

(e.g., hypertension, diabetes, cholesterol levels). Key findings 

and contributions from studies using Machine Learning for 

stroke prediction include: 1. Effectiveness in Dimensionality 

Reduction: Normalization has been shown to perform well in 

reducing the complexity of high-dimensional data while 

retaining the most relevant information for classification, 

making it useful in medical diagnostics where numerous 
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factors contribute to stroke risk. 2. Interpretability: One of the 

key advantages of machine learning classifiers are its 

simplicity and interpretability, which is crucial in healthcare 

settings. The results from various classifiers model can be 

understood in terms of which variables (e.g., blood pressure, 

age, and smoking status) contribute most to the likelihood of a 

stroke, providing actionable insights for clinicians. 3. 

Classification Accuracy: The accuracy is being calculated for 

various classifiers. After balancing the dataset, some 

classifiers have reduced the accuracy scores but there is a 

significant improvement in other parameters like precision, 

recall and ROC-AUC score. Finally, the AdaBoost classifiers 

have better results in terms of all parameters as compared to 

other models. 
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