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Abstract- There has been a metamorphosis in the advertising 

realm with the conventional techniques such as billboards, 

print media and television media facing extremely large 

competition from the online advertising platform by dint of the 

fact that a multitude of users purchase online which has 

increased with the increase in the infrastructure and 

reliability of online marketing. This has resulted in a 

necessary requirement to churn out ads specific and apt to the 

queries entered. The outcome may be a possible click or not 

based on the experience of the customer. An estimate of click 

through prior to fetching an add for a query is important for 

the accurate decision in the context. In this work a recursive 

binary partitioning algorithm is used along with support 

vector regression (SVR) to predict click through rates (CTR). 

It is shown that the proposed work attains a higher accuracy 

of estimates compared to the benchmark techniques. 
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I. INTRODUCTION 

 

 The advertising industry has undergone a paradigm 

shift in terms of its functioning. While earlier version of 

advertising relied on print media, television and billboards, 

new age advertising has targeted the online audience to 

increase its sales and probability of brand fixations [1]. The 

new age advertising models try and leverage the much larger 

audience which is constantly on the internet and new branding 

and advertising methods have some up such as: 

 

 Sponsored search advertising 

 Contextual advertising 

 Display advertising 

 Affiliate marketing 

 Online brand influencing 

 Real-time bidding auctions etc. 

 

It is extremely important to choose the correct or apt 

ads for a quarry to maximize the probability of clicks. Is the 

estimates of click through can be made accurately; they may 

materialize into staggeringly large profits. For instance an 

accuracy increase of 0.1% may increase the chances of 

increasing the profits by a million dollars depending on the 

diaspora of the audience the add is catering to. In some 

instances, click baits are also employed to increase the click 

through rate, which is a bottom-line for the pay per click 

model [2]. 

 
Figure.1 The pay per click model 

 

Typically, the pay per click is measured as: 

 

                     (1) 

 

Here, 

PPC is the pay per click 

corresponds to the total add cost. 

N is the number of measured clicks 

 

From a business point of view, lesser pay per click is 

profitable for companies while add designers try to increase 

the number of clicks using the users online trails, search 

trends, cookies etc. from the add server [3]. The multitude of 

data to be managed in this case is staggeringly large and hence 

effective techniques to manage the same is challenging. The 

tasks are generally computation heavy and hence machine 

learning based approaches are needed to accomplish the same 

[4] 
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II. RECURSIVE BINARY PARTITIONING 

 

The estimates of click through rates are extremely 

challenging in nature due to the bipolar and discrete nature of 

the decision that the user makes. On the contrary a smoothly 

changing to continuous data set is easier to analyze [9]-

[11].The two-way polarity makes the estimates more prone to 

errors. Hence data preparation and pre-processing is 

fundamentally important for the prediction problem. Several 

metrics can be used to augment or bolster the pattern 

recognition process among which the persistent segment trees 

(PST) based data structure can be effective [12]. This may 

help in partitioning the arrays to strings of user data to analyze 

some important features such as [5]: 

 

1) Maximum clicks in a range 

2) Least clicks in a range 

3) Frequency of clicks in a range etc. 

 

The concept of a persistent segment tree (PST) is depicted in 

figure 2.  

 
Fig.2 A Persistent Segment Tree [6] 

 

The major problem with the PST based approach is the time 

complexity which is relatively high given by [6]: 

 

                       (2) 

 

As the elements keep increasing, the steepness of the 

complexity increasing making the process computation heavy 

and slow [15]. 

An alternative approach is the recursive binary partitioning 

using the Wavelet Tree. The complexity of such an approach 

is lesser and is given by [7]: 

 

                (3) 

 

The recursive binary partition approach using the wavelet tree 

is depicted in figure 3. 

 

 
Fig.3 The wavelet Tree [7] 

 

The partitioning of a string or array ‘S’ is done in the 

following manner: 

 

1. Consider an array with ‘n’ elements denoted by S[n]. 

2. Find max(S) and min(S) 

3. Compute the pivot point P as : 

 

                (4) 

 

4. Partition the unsorted string into two sub-strings 

based on the pivot values. The ones greater to the 

pivot go to one side of the partition and the ones 

smaller or equal go to the other side. 

5. Recursively partition (without sorting) till you hit leaf 

node, (when all the elements are same in the 

decomposed array) 

 

It is necessary to note that the pivot value P may or 

may not be an integer. The mean based partitioning is 

generally more common compared to the median based 

partitioning. The most common operations on the trees are the 

rank and the quantile. Rank of an element q is the frequency of 

the element q in the range (I,j) and is given by [7]: 

 

          (5) 

 

Considering the first element to be 0 and considering the limit 

up to the value I, 

 

     (6) 

 

Quantile of k: kth largest element in the range (I,j), this helps 

us to avoid the persistent segment trees (PST) to solve m kth 

number problem. 

 

To obtain the quantile, we can use the approach: 
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          (7) 

 

The quantile and the rank allow the additional 

features of the data set to be fed to the pattern recognition 

model so as to increase the accuracy of pattern analysis. The 

metrics often used are: 

1) Initial tree 

2) Best Tree 

3) Best Level 

4) Residuals  

5) Denoised Tree 

 

The structuring and data preparation plays a very critical role 

in a data centric model. 

 

III. THE SUPPORT VECOR REGRESSION (SVR) AND 

THE PROPOSED MODEL 

 

The support vector regression model is a modified 

version of the support vector regression with a modification in 

the objective to loss function. The classification using the 

support vector machine (SVM) is depicted in figure 4.  

 

 

Fig.4The SVM [8] 

 

The support vector regression can be designed as a least 

squares optimization (LS optimization) as: 

 

for (i=1 : n) 

{ 

Update weights and bias  

And 

 (8) 

} 

 

The least squares minimization approach is the fastest 

and most stable approach to convergence. The iterative update 

of the support vectors keeps changing the bias and weights to 

minimize the least squares objective function. The parameters 

to be evaluated for the CTR prediction are: 

 

1) Date and time 

2) Product  

3) Campaign 

4) Product category 

5) Webpage 

6) User group 

7) Gender 

8) Age level 

9) City (location) 

The dependent variable is chosen as the occurrence of click 

(1) or non-click (0). The evaluation parameters are the 

accuracy and percentage errors given by: 

 

 

* 100              (9) 

 

            (10) 

 

IV. RESULTS 

 

The results of the proposed system are evaluated in 

terms of the error % and the classification accuracy. 

 

The training vector is designed as the training 

parameters along with the rank and quantile values of the 

outcomes to feed the SVR model. Once the system is trained, 

the testing is done based on the testing data. The data division 

has been done in the ratio of 70:30 based for training and 

testing. The add sample and click polarity are recorded for the 

computations. The tokenization (target formation) of the clicks 

are done as: 

 

1) 1: Expected Click 

2) 0: No Click 

3) -1: Diverted click 
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Fig.5 Raw Data 

 

Figure 5 depicts the importing of the raw data 

 

 
Fig.6 Initial Tree 

 

Figure 6 depicts the initial tree for binary 

classification. The subsequent steps are to find the best level 

and the best tree for the given dataset.  

 

 
Fig.7 Best Tree 

 

Figure 7 depicts the best tree among the possible bifurcations. 

 

 
Fig.8 Best Level 

 

Figure 8 depicts the best levelamong the possible bifurcations. 

 

 
Fig.9 Denoised data using Shannon Entropy 

 

Figure 9. depicts the denoised version of the data 

based on the Shannon entropy wherein the entropy is 

considered for smoothening operation. 

 

 
Fig.10 Histogram Analysis of Residuals 

 

Figure 10 depicts the normal and cumulative histogram for the 

residuals of the decomposition.  
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Fig.11 Actual Add Clicks 

 

Figure 11 depicts the actual add click with three polarities of 

1,-1 and 0. 

 

 
Fig.12 Predicted Add Clicks 

 

Figure 12 depicts the predicted add clicks with three polarities 

of 1,-1 and 0. 

 

 
Fig.12 Predicted and Actual Clicks 

 

Figure 12 depicts the predicted and actual clicks. 

 

 
Fig.13 Errors and Percentage Error 

 

Figure 13 depicts the sample wise errors and 

percentage errors. The errors are estimated with the condition 

of: 

 

 
 

The percentage error obtained in this approach is 

17.50% and hence the accuracy of the system is 82.50%. This 

is significantly higher compared to the average accuracy of 

previous benchmark approach of  77%. 

 

V. CONCLUSION 

 

This paper presents a recursive binary tree partition 

algorithm employing wavelet trees for data preparation. 

Subsequently the data is fed to a support vector regression 

model to estimate add click through rate (CTR). Previous 

discussion have emphasized upon the CTR and its estimation 

for online advertising models. The performance of the 

designed system has been evaluated in terms of the error% and 

classification accuracy. It has been shown that the error% of 

the system is 17.5% and the classification accuracy is 82.5% 

which is higher compared to the existing benchmark 

approaches [1].  
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