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Abstract- Dysthymia is a common mental disorder that can be
debilitating, causing people to feel lethargic and unmotivated.
It is a major contributor to disability globally. Many
depressed individuals are unable to receive the right care
since there are few objective ways for assessing depression.
Researchers may soon be able to distinguish subtypes of
dysthymia based on speech patterns thanks to developments in
acoustic characteristics and emotional sensing technologies.
Our goal was to identify a group of linguistic traits that
characteristics that could potentially reveal or predict
dysthymia along with the correlation between this feature set
and other symptoms such as suicidality. For examining this
correlation. In order to construct a substantial speech feature
set, we extracted with many characteristics as we could in
accordance with prior studies. In the previous system, people
who were found to be depressed were treated with medicines.
However, in our system we are providing some techniques
based on which persons' level of Dysthymia is being
determined. Using Beck Depression Inventory (BDI) technique
some questions are to be answered. Facial expressions detect
the face, expressions ofpeople. In rare cases the nearby
doctor/suggestions/notification are used for Dysthymia
detection.

I. INTRODUCTION

The human mind is affected by many factors,
including affection and relationship issues. This can lead to
depression, which is often treated using machine leaming.
Machine leaming is a process that uses past experiences to
provide the best solution when the same situation arises in the
future.[2] It takes into account several factors, including user
emotions. One of the main factors causing mental illness is
depression. It significantly impairs everyday functioning and
is a primary contributor to suicidal. thoughts. Machine
learning can aid in identification and produce potential
treatments for depression.

Fig 1: CNN Architecture

CNNs, also known as convolution neural networks,
are deep learning networks that learn only from input. CNNs
are very useful for seeing patterns in pictures of objects. The
categorization of non-image data, such as speech, time - series
data, and signal data, may also benefit tremendously from
their utilisation.

Either the kernel, a filter, or feature detectors:

The kernel in a convolutional neural network is only
a filter that is employed to extract information from the
picture.

Fig 2: Filter or kernel

Stride:

The neural network's filter's stride parameter
determines how much movement there is across the picture or
video. We completed stride 1, now we'll go through them one
at a time.

The following two pixels will be skipped if stride 2 is
provided.
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Fig 3: stride

Padding:

Since padding indicates the number of pixels that are
added to an image during processing by the CNN kernel,
convolutional neural networks (CNNs) can benefit from it. For
instance, any extra pixels will have a value of 0 if the padding
in a CNN is set to zero. When we scan a picture with a filter or
kernel, its size will shrink. We must refrain from doing that in
order to preserve the image's original dimensions and retrieve
certain low-level information.

Fig 4: Padding of Images

Pooling

Convolutional neural networks use a method called
pooling to generalise the characteristics that the convolutional
filters have retrieved, enabling the network to detect features
regardless of where they are in the picture.

FC (Fully Connected Layer)

A feedforward neural network is a basic layer that is
fully linked. The last layer of the network is a layer that is
entirely linked. The last pooling or convolutional layer's
output, which has been flattened before being given to serves
as the input nodes and is completely linked.

Non-Linearity Layers

A convolutional neural network's nonlinear layer is
formed of an activation function that takes the feature map
generated by the convolutional layer and outputs an activation
map. An element-wise action on the input volume that results
in the input and output having the same dimensions is known
as an activation function.

1.Sigmoid

The logistic function, from which the sigmoid
function is descended, is denoted by (x) or sign (x).

σ(x)=1/(1+exp(-x))

2. Tanh

The range [-1, 1] is used to compress Tanh Tanh
real-valued numbers. The activation saturates like sigmoid
neurons, but unlike them, its output is zero-cantered.

3.ReLU

The Rectified Linear Unit (ReLU) has become quite
popular in recent years. It computes the value of the function
() =max (0,).

In other words, at 0 threshold, the activation just exists.

III. METHODOLOGY

The two components of our suggested structure are
picture flow and audio flow. The visual stream has three
CNN-based network models in total:one for body gesture and
movement identification, one for identification of landmarks,
and one for image recognition of faces. Grid search
optimization weighs the scores of the audio and visual
streams. For categorization, It uses the overall weighted score.

A. The model of facial gestures

The facial emotion model is made up of the facial
regions model as well as the facial image model.While
analysing videos, we recognise facial emotions using Frame
Awareness Networks (FAN) [1]. Figure 1 is a schematic of the
FAN framework. Using a variable number of face images as
input, it creates a fixed-dimension feature representation for
recognizing facial emotions from a facial video. The
characteristic embedding component and the frame attention
module are the two components that make up the whole
network. The characteristic embedding module, a deep CNN,
embeds each facial image into a feature vector. The frame
attention module learns weights while the feature vectors are
adaptively aggregated to produce a single discriminative video
representation.

FAN first applies coarse weights to certain frame
properties using an FC layer as well as a sigmoid function.
Pre-processing and data cleaning mathematically calculate the
weight of a i-th frame. We believe that learning weights from



IJSART - Volume 9 Issue 5 – MAY 2023 ISSN [ONLINE]: 2395-1052

Page | 1234 www.ijsart.com

both local and global variables is much more reliable. Using
non-linear mapping and individual frame features, the rather
coarse previous weights are

B. The audio Model

For the speech component, audio (speech) data is first
converted to text data using the Google Cloud Speech to Text
API. After data transformation, we use the Bag of Words
technique for  sentiment analysis. The arc is a simple and
effective technique, but it cannot take word order into account.
To overcome this problem, we use RNN to capture word
order. In the BoW technique, we first preprocess the text to
remove  stop words. The vocabulary, i.e. the  list of words, is
created after the preprocessing. After creating the document-
term matrix, we apply sentiment analysis algorithms to
determine the sentiment of each document.

C. Fusion Strategy

In earlier section, we discussed the several networks
we employed in our framework; each one is crucial to
classifying emotions and works in concert with the others.
Therefore, we must employ a method to combine the output
from each network. Each network in our architecture will
provide an evaluation vector for every sample that indicates
the likelihood that the sample corresponds to a certain
emotion. As indicated in the calculation, we utilise weighted
sum to combine each score in this paper to arrive at the final
score.

IV. EXPERIMENT

A. Pre-Processing the Emotion Recognition
Challenge dataset is impacted by anomalous circumstances
including light fluctuation, facial occlusion, and more. Pre-
processing is thus required in our architecture. Our first step is
to align, normalise, and resize the to 224x224 px, the
face.Next, we select frames from video every 2sec interval  to
use as inputs for the facial image model. Similar to this, after
employing 98 facial landmarks initially, we entered 3 frames
into the facial landmarks model. To prepare for training, we
utilise Cloud Speech-to-Text api to convert the audio into text
format to extract features from the audio model. B. Conclusion
and Discussion We use several neural networks to extract
complementing features for the Multimodal (Audio and
Facial) based emotion identification challenge in order to get
better and more reliable performance. We have primarily used
two types of fusion approaches for our research: fusion by
segments and fusion by video. Additionally, each study will
include a variety of fusion techniques, such as voting on the
highest value and the score produced by each model.

Experiments reveal that the latter has superior accuracy. The
outcomes of the various networks that we presented are shown
the Facial Landmarks Model achieved an accuracy of 70.00%.
while the Facial Expression Model was 70.71 percent
accurate, that of the Audio Model is 49.29%, It's vital to note
that although while the audio-fusion model performs less
accurately than other networks, it still has a significant impact
because of the complementing data it provides. Finally, the top
fusion framework scored 76.43% on the database of
validation. In the past, accuracy was determined using
segment-based data. Each of the five segments of a video may
have a different prediction outcome due to this. As a result, we
suggest a novel approach to determining accuracy rate:
computation by video unit. Each video's five clips are counted,
and the forecast with the greatest number of occurrences is
chosen as the final outcome.

V. RESULT

Model Accuracy
Facial Landmarks Model 70.00%
Facial Expression Model 70.71%
Audio Model 49.29%



IJSART - Volume 9 Issue 5 – MAY 2023 ISSN [ONLINE]: 2395-1052

Page | 1235 www.ijsart.com

VI. CONCLUSION

In this study, we provide a multi-feature framework
for the depression detection problem that recognises
sentiment. Audio and video are the two complementing
aspects of the extracted information. We employ a
convolutional neural network to extract sentiment
characteristics from video data, and for audio we use Bag of
Word technique. This approach is straightforward and
effective. The challenge's experiment results shown that our
suggested framework is superior for the task of sentiment
analysis for dysthymia.
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