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Abstract- Social media platforms have become an integral 

part of our daily lives over the past two decades. Nowadays, it 

is very important to get information from social media, keep 

track of trends in social media, and learn about people's 

feelings and emotions on social media. Sentiment analysis of 

Twitter text was used in this study to investigate the subjective 

polarities of the writings. Positive, negative, and neutral are 

the polarities. A public data set has been obtained during the 

sentiment analysis's initial stage. Second, in order to get the 

data ready for machine learning training, natural language 

processing methods were used. The predictive results are 

obtained through the effective implementation of machine 

learning models with TF-IDF and the training and testing of a 

data set. 

 

Keywords- NLP, sentimental analysis, machine learning 

 

I. INTRODUCTION 

 

 The rise of the modern era brought with it a new 

mode of social interaction and communication: social media 

platforms. Whether we accept it or not, SM became ingrained 

in our daily lives at random; It became an indispensable 

component of our current way of life. People today use social 

media to not only share their feelings, desires, and ideas about 

a particular topic, but also to market political messages, 

among other things. Twitter's platform receives a lot of 

attention from people in the previous category. It is evident 

that the majority of politicians worldwide are using Twitter as 

their no. one's favorite platforms, but we shouldn't forget that 

each platform has its own advantages and disadvantages that 

influence people's decisions. One thing that most people know 

about all social media platforms is that, most of the time, their 

disadvantages outweigh their advantages. From philosophy to 

machine learning (ML), natural language processing (NLP) 

and other data analysis evaluating techniques can be used to 

analyze the activities on this platform. This is the right time to 

focus on this new phenomenon because of all of the important 

reasons for social media. 

 

NLP  

NLP is a subfield of AI and computer science, 

especially machine learning. It examines the human language 

and the computer's comprehension of it. Computational 

linguistics can aid in the acquisition of this method. A lot of 

knowledge about the lexicon, semantics, and syntax, as well as 

information about our real world, are required to comprehend 

natural language. NLP can be thought of as a combination of 

linguistic philosophy, computer science, and artificial 

intelligence. The interactions between human language and 

computers (Robot agent) are the focus of this scientific 

subfield. This field is concerned with computer programming 

and coding in order to process and analyze natural language 

data. 

 

MACHINE LEARNING 

 

The study of methods that "learn," or methods that 

use data to improve performance on a particular set of tasks, is 

the focus of the field of study known as machine learning 

(ML). It is thought to be a component of artificial intelligence. 

 

In order to make predictions or decisions without 

being explicitly programmed to do so, machine learning 

algorithms construct a model from sample data, or training 

data. When it is difficult or impossible to develop 

conventional algorithms that can carry out the required tasks, 

machine learning algorithms are used in a wide range of 

applications, including computer vision, agriculture, speech 

recognition, email filtering, and medicine. 

 

SENTIMENTAL ANALYSIS 

 

Natural language processing, text analysis, 

computational linguistics, biometrics, and emotion AI are all 

used to systematically identify, extract, quantify, and study 

affective states and subjective information in sentiment 

analysis (also known as opinion mining or emotion AI). In a 

variety of fields, including marketing, customer service, and 

clinical medicine, sentiment analysis is frequently used with 

online and social media voice of the customer materials like 

reviews and survey responses. With the rise of deep language 
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models like, it is now possible to analyze more difficult data 

domains like news texts, where authors typically express their 

opinions and feelings less explicitly. 

 

OBJECTIVES 

 

To get the precise sentiments of each tweet in the 

taken sample dataset, we used natural language processing 

(nlp) and machine learning (TF-IDF) in our project to detect 

sentimental analysis in Twitter using the input dataset. 

 

II. RELATED WORKS 

 

 According to PRATHAMESH S et al., social media 

is a platform where individuals are free to share their thoughts, 

address issues, and voice their opinions. Before getting into 

the details, it's important for people to understand what social 

media is. People can share or exchange information, images, 

videos, ideas, and many other things with one another through 

a particular networking medium on a digital interactive 

platform known as social media. According to Ludwig Wolff 

et al., it has also become increasingly simple to access a 

significant portion of the data shared on social media 

platforms over time. Behavioral economics, which challenges 

conventional notions of efficient markets and examines the 

rationality of consumers in the market, is quickly emerging as 

an intriguing new viewpoint for investors. According to 

Alexander Pak et al., microblogging is now a very common 

means of communication among Internet users. Every day, 

millions of users voice their thoughts on various aspects of 

life. According to Sayali P. Nazare's proposal, sentiment 

analysis is the process of categorizing and identifying opinions 

or feelings that are expressed in source text. Today, 

microblogging is a very common method of communication 

among Internet users. 

 

III. PROPOSED METHOD 

 

The most essential processes, the data cleaning and 

selection level, are applied in the proposed method, which 

begins with the collected tweets. in text cleaning, which 

encompasses all of the NLP (natural language processing) 

methods utilized to prepare the text for conversion. At the 

level of text polarity, the subjectivity of each cleaned tweet 

has been considered. BoW, or bag of words, has been used to 

convert categorical data—that is, textual data—into numerical 

data at the text to number level. Finally, the Random Forest 

classifier was used to train and test the data in the ML to 

achieve the desired outcomes. 

 

"This can be used in the development of artificial 

intelligence." "High level of accuracy in the use of machine 

learning techniques." "Real time dataset is used to identify the 

sentiments." 

 

GATHERED DATASET 

 

The kaggle online community for data scientists and 

ML practitioners provided the used dataset, which had already 

been prepared. 

 

DATA CLEANING AND SELECTION 

 

Because manipulating a dataset necessitates 

specialized commands, data analysis should be performed on 

all datasets. Importing a dataset, performing the majority of 

actions on its columns and rows, appending and deleting 

records, and other actions are all performed by data analysis 

on any dataset. Applying NLP and ML algorithms would be 

impossible without data analysis. In any study conducted in 

the same field, this step will determine which features should 

be used and which should be eliminated. 

 

TEXT CLEANING 

 

Before using any classifier algorithms, the data—in 

our case, Twitter texts—must be thoroughly cleaned and 

prepared. There are numerous elements (such as hashtags, 

emoticons, unconventional punctuation, spaces, and symbols) 

that cannot be classified and must be eliminated (filtered out) 

from every text. This step saves storage space by compressing 

our data, which is one of its greatest benefits. The 

performance of the work can be improved by reducing the size 

of the hosted dataset, and the data size can be used for 

informational purposes. The result section contains specifics. 

The following text cleaning procedures, which include the 

following steps, have been applied to the dataset in the 

experimental portion: First, stopwords were removed; then, 

word lemmatizing was used to change the words into their 

roots; and finally, regular expressions were used to get rid of 

links, emails, and other things. 

 

TEXT POLARITY AND VECTORIZATION 

 

One of the study's main objectives is this section. 

Preparing the text for subjective sentiment polarities (or, in 

some resources, sentiment score) is what we do from the 

beginning to the end. A technique for determining the 

subjectivity of each tweet is text polarity. The tweets are not 

objective because the subject is a human and is tweeting his 

own thoughts about a particular event or anything else. To be 

divided into the three levels of positive, negative, and neutral, 

it must be discovered. Each sentence in our experimental work 

has been evaluated after being cleaned using NLP techniques. 
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Each textual data (in this instance, a tweet from Twitter) has 

three possible labels: positive, negative, or neutral In this 

study, we first adapted the following measurement to 

determine the sentiment polarity of each tweet. 

 

Sentiment score = positive - negative  /  positive + negative + 

2 

 

SPLITTING INTO TRAIN AND TEST  

 

A technique that is a kind of division is necessary for 

each and every machine learning algorithm. The entire dataset 

will be divided into two parts during this procedure: Testing 

and instruction. The researcher decides how many percentages 

to divide each part into. It can be 80% for testing and 20% for 

training, respectively. likewise 30% and 70%. The 

performance of a machine learning algorithm can be evaluated 

using this approach. As previously stated, the dataset must be 

divided into two subsets for this procedure: 

 

Set of training: used for the machine learning model's fitting 

and training. 

 

Set of tests: utilized to evaluate the machine learning model's 

fit. 

 

IV. OBTAINING RESULT USING ML 

 

CLASSIFICATION 

 

A crucial step in any supervised learning is this 

method. This procedure gives the agent the ability to learn 

from its experiences by training more than half of the data, 

even though the agent does not have any default information 

about the environment. 70% of the dataset is typically given to 

the agent so that it can learn from the training; The remaining 

thirty percent is used to evaluate the classifier's accuracy and 

determine whether or not it functions properly. A different 

classifier must be used on the hosted data if the suggested ML 

algorithm fails. The splitting process in ML will be described 

in detail in the figure below. 

 

TF-IDF DETECTION 

 

A numerical statistic called term frequency–inverse 

document frequency is meant to show how important a word 

is to a document in a collection or corpus. In user modeling, 

text mining, and information retrieval searches, it is frequently 

used as a weighting factor. In order to account for the fact that 

some words appear more frequently in general, the tf–idf 

value increases in proportion to the number of times a word 

appears in the document and is offset by the number of 

documents in the corpus that contain the word. One of the 

most widely used term-weighting methods in use today is tf–

idf. 

 

V. ARCHITECTURE DIAGRAM 

 

 

 

VI. RESULT AND DISCUSSION 

 

The classifier's performance has been evaluated using 

the parametes and attributes of the dataset. This comparison's 

outcomes are shown. As can be seen from the graph, the 

performance of our proposed model is superior to that of the 

other model that is already in use. The result is presented. As 

can be seen from the graph, increasing the sample size enables 

us to improve the system's performance. This is how we 

explain it: NLP provides a good balance between coverage 

(unigrams) and the ability to capture sentiment expression 

patterns (trigrams). However, the improvement may not be 

achieved by simply increasing the size of the training data 

once the dataset reaches a certain size. In order to get the best 

possible result, we looked at two versions of our proposed 

model. 
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ALGORITHM PRECISION ACCURACY RECALL 

NLP 98 98 97 

SVM 87 86 85 

ANN 95 94 93 

NB 92 90 89 

 

VII. CONCLUSION 

 

Machine learning and lexicon-based approaches to 

opinion mining, as well as cross-domain and cross-lingual 

methods and a few evaluation metrics, are the subjects of our 

survey and comparative study. Our research demonstrates that 

the NLP-based machine learning methods we proposed 

outperform other algorithms, such as SVM and naive Bayes, 

in terms of output. Lexicon-based methods, on the other hand, 

are very effective in some cases and require little effort in 

human-labeled documents. We also investigated the effects of 

various features on classifiers. We can draw the conclusion 

that more accurate results can be obtained with cleaner data. 

The sentiment accuracy of the machine learning model is 

superior to that of other models. In order to improve sentiment 

classification accuracy and adaptability to a variety of 

domains and languages, we can concentrate on the study of 

combining the opinion lexicon method with machine learning. 
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