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Abstract- Credit card fraud detection is an important study in
the current era of mobile payment. Improving the performance
of a fraud detection model and keeping its stability are very
challenging because users’ payment behaviors and criminals’
fraud behaviors are often changing. In this article, we focus
on obtaining deep feature representations of legal and fraud
transactions from the aspect of the loss function of a deep
neural network. Our purpose is to obtain better separability
and discrimination of features so that it can improve the
performance of our fraud detection model and keep its
stability. We propose a new kind of loss function, full center
loss (FCL), which considers both distances and angles among
features and, thus, can comprehensively supervise the deep
representation learning. We conduct lots of experiments on
two big data sets of credit card transactions, one is private
and another is public, to demonstrate the detection
performance of our model by comparing FCL with other state-
of-the-art loss functions. The results illustrate that FCL
outperforms others. We also conduct experiments to show that
FCL can ensure a more stable model than others.

Keywords- Credit card fraud detection, loss function,
performance stability, representation learning.

I. INTRODUCTION

Fraudsters and detectors of credit card fraud trans-
actions keep a dynamic game process for a long time.
Especially in the current Internet times, transaction fraud
events take place more frequently than ever before and result
in substantial economic losses. The Nilson report delivered
comprehensive research about the situation of worldwide card
fraud. The total financial losses from credit card fraud reached
$21.84 billion in 2015, increased to $24.71 billion in 2016,
and were over $27 billion in 2017. What even worse is that the
global card fraud losses will keep increasing year by year and
possibly reach $31.67 billion in 2020 [1].

Therefore, an effective fraud detection system is
essential for banks and financial institutions to detect or
monitor trans- actions online. Different fraud detection

systems have the same target, which is to mine suspicious
transaction patterns from a
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201804, China .number of transaction logs so that they can be
used to detect or monitor an incoming transaction. It has been
demonstrated that machine learning is extremely effective for
mining these patterns, which can be viewed as a task of
supervised binary classification [2]–[7]. In other words,
abundant transaction records can be used to train a well-
performed classifier for identifying fraud transactions.
Although machine learning has achieved remarkable success
in detecting fraud transactions, the improvement of a fraud
detection system will never stop, and even a little
improvement can reduce huge financial losses. Machine-
learning-based credit card fraud detection is much more
challenging than traditional binary classification tasks such as
image classification. There are two main reasons: class
imbalance in data sets and dynamic changes in behaviors of
users and fraudsters [2], [8]. On the one hand, there is an
extremely small number of fraud transaction records typically
available over all transaction records, and thus, this affects the
performance of a supervised classification approach seriously
[9]. Fortunately, many efforts have been made to handle this
problem, such as the sampling-based method [10] and cost-
based method [11]. On the other hand, fraudsters rack their
brains to explore new fraud strategies and make a fraud
transaction as similar to a genuine one in order to avoid being
found by a fraud detection system. Although fraudsters try to
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behave like the real cardholders, they have no way to know
the real spending habit of cardholders, and they are eager to
transfer all money to other accounts. Hence, these different
transaction behaviors or psychological activities lead to
different features between fraud and genuine transaction data.
Fraud strategies are maybe changed, but the purpose of
fraudsters will never change. Therefore, it is very significant
to extract effective representations that can steadily distinguish
fraud transactions from genuine ones even whenfraud
strategies are often changed.

In this article, our objective is to build a credit card
fraud detection model based on deep representation learning
methods that can learn effective representations of transaction
behaviors. Simultaneously, we hope that our model can have
good stability. For the class imbalance problem, there are
many methods to handle it. This article pays more attention to
a better learning representation that can both enhance the
performance of fraud detection and keep the stability of
performance. As mentioned in the literature [12], a repre-
sentation learning method is to learn representations of the
data that can easily extract useful information when building
classifiers or other predictors. Representation learning has
been applied widely such as person reidentification [13] and
face recognition [14].

We present a deep neural network as our
representation learning model, mapping the original features
of transactions into deep representations for identifying fraud
transactions accurately. Intuitively, the learned deep
representations should maximize their intraclass compactness
and interclass sepa- rability simultaneously. We construct a
novel function full center loss (FCL) as the loss function of
our deep represen- tation learning model. FCL integrates two
different aspects of optimization objectives (or losses). The
first aspect is about the distance between deep representation
and class center, named distance center loss (DCL). DCL can
stress the intraclass compactness. The second aspect is an
optimized softmax loss (SL) with a maximum angle that can
promote the deep representations of samples from different
classes so that the interclass separability is improved. Since
the SL can change the angular distribution of learned
representations [15], we call our optimized SL as angle center
loss (ACL). To demonstrate a stronger feature leaning ability
of our model, we provide experimental results by comparing it
with state-of- the-art methods on different data sets. Our
contributions are summarized as follows.

1) A novel loss function, ACL, is proposed to improve
the separability of learned features. ACL is an
optimized SL function by addressing the problem of
maximum angle separation.

2) We construct a novel FCL by integrating ACL and
DCL. FCL ensures a stronger ability to mapping
original transaction features into much more
distinguishing deep representations since it fully
considers the distance and angle of features of
transactions.

3) We summarize the state-of-the-art loss functions used
in the deep representation learning methods and
compare them with ours over two big data sets. We
also demon- strate that our model has better
performance stability.

The rest of this article is organized as follows. In
Section II, we review the related work. Section III presents the
framework of our credit card fraud detection model. Section
IV describes our loss functions. Then, the details of our
experiments are shown in Section V. Section VI presents a
conclusion of this article and some future studies.

II. RELATED WORK

A. Fraud Detection Model

Credit card fraud detection is one of the most popular
topics in the fraud detection fields, especially with the
sustainable growth of e-commerce transactions in recent years.
Generally, fraud detection is very challenging because of two
major problems: class imbalance and data dynamic change [8].
The class imbalance problem of credit card fraud detection has
been studied for a long time [16]. One of the most famous
methods is resampling [9]. Concretely, a training data set can
be balanced by removing some samples from the majority
class (i.e., undersampling [17]) or generating some samples
for the minority class (i.e., oversampling [10]). In addition,
ensemble methods [18], e.g., bagging, boosting, and stacking,
are also often used to solve the class imbalance problem. Cost-
sensitive learning [19] is another way to deal with itthrough
assigning different misclassification error costs for different
classes, and a higher cost is assigned to a minority class
generally. Apart from the quantity imbalance, the spatial
distribution of instances from different classes is also an
important factor that influences the result of classifiers. For
example, the samples nearby the cross edge of majority and
minority are more important for a classifier since they are
harder to be identified accurately. Therefore, the Gaussian
mixture undersampling method [20] is proposed to sample
more informative instances and, thus, improve the
performance of classifiers.

The reason leading to the problem of transaction data
dynamic change is the changing and evolving of users’ trans-
action behaviors. The changes in consumption seasonality and
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fraud patterns lead to the deformation of the distribution of the
original transaction data. However, the commonly used fraud
detection methods, such as support vector machine (SVM)
[21], random forests (RF) [22], and convolutional neural net-
works (CNNs) [4], generally assume that classes are balanced
and data distribution is unchanged. Literature [23] presents a
very comprehensive survey of methods of credit card fraud
detection from 1990 to 2017. Most of these methods focus on
combining different class imbalance processing methods to
improve the performance of a classifier but do not consider the
data dynamic change problem.

A few studies consider the data dynamic change
problem as the concept drift [5], [24]. They mainly focus on
timely detecting the appearance of concept drift and
adaptively updating a classifier to fit for new concepts. As
discussed in Section I, there exist inherent difference features
between fraud and genuine transactions. Therefore, it is also
very significant to extract effective representations that can
steadily distinguish fraud transactions from genuine ones even
when fraud strategies are often changed. In this article, we
focus on design a good and stable fraud detection model based
on deep representation learning methods [12].

B. Deep Supervised Representation Learning

A representation learning method is to learn another
kind of representation for the given data, and it makes this
new rep- resentation capture more useful information that can
be used to build a better classifier or predictor [12]. It has
achieved great success in many domains, especially in large-
scale visual classification with supervised learning settings to
extract discriminative features [25]. Due to the existence of
many public visual data sets, such as ImageNet [26], LFW
[27], and COCO [28], many studies about deep representation
learning are explored and applied in the visual domain.

The architecture of a deep neural network influences
the per- formance ceiling of the corresponding representation
model. As pointed out in [25], the capacity of CNNs can be
controlled by varying their depth and breadth. They also make
some strong and mostly correct assumptions about the nature
of images (namely, stationarity of statistics and locality of
pixel dependencies). Many efforts have been put into the study
of architectures of CNNs and achieved remarkable success,
such as ResNet [29], DenseNet [30], and BagNet [31]. Apart
from network architecture, the loss function is another key
factor because it directly determines what a representation
learning model can be achieved. The research about loss
functions of deep representation learning models has also
attracted much attention. According to the number of instances
required in a loss calculation, loss functions can be roughly

divided into three kinds: individual-sample-based SL
functions [32]–[35], sample-pair-based contrastive loss
functions [36], [37], and sample-triplet-based triplet loss
functions [38]–[40]. The triplet loss [38] considers triplets of
samples (x0, x+, x−), where (x0, x+) with the same label forms a
positive pair and (x0, x ) with different labels forms a negative
pair. It isused to measure the difference of their distances or
similarities and encourages those learned representations with
the same label to be closer than those with different labels.
There are some variants of triplet loss [39], [40]. However,
mining hard triplets of samples is too time-consuming for
some tasks with large data sets and suffers from the problem
of dramatic data expansion. In order to deal with them, a
batch-hard-based triplet loss is introduced in [39]. It can
generate hard negative and hard positive sample pairs from
every training batch. In addition, [40] proposes a triplet center
loss that replaces x and x with the corresponding class center
and another noncorresponding class center. Thus, it can make
the learned representations closer to their corresponding class
center and further away from other class centers.

The contrastive loss [36] is to minimize the distances
of positive sample pairs and maximize the distances of
negative sample pairs if the distances are not larger than some
preset margin. Just like the triplet loss, the contrastive loss
also suffers from the problem of time-consuming of preparing
the sample pairs. Wen et   al. [15] propose a center loss to deal
with this problem. The center loss learns a center for the deep
representations of every class and minimizes the distances
between the learned representations and their corresponding
class centers. Although the time complexity of preparing for
sample pairs can be reduced, the contrastive loss cannot
directly be applied to a classification task because it is only
able to supervise a model to learn discriminative
representations. Hence, it is often combined with SL as an
auxiliary objective to learn separable and discriminative
representations [15], [37].

The SL is widely used in deep representation learning
methods due to its simplicity and effectiveness. However,
recent studies [32]–[34] illustrate that the conventional SL is
ineffective to reduce the intraclass variation. To handle this
problem, some studies [15], [37] directly combine the
contrastive loss with it. Other studies focus on enhancing its
discrimination ability. In addition, some studies are to design
different forms of angle margin between learned rep-
resentations and their target weights. For example, Liu et al.
[32] propose a large-margin SL (LMSL) in terms of angular
similarity. They multiply a preset constant m with the angle
between a sample’s feature vector and the weight vector of its
corresponding class for a potentially larger angular
separability among those learned deep representations. They
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also propose an angular SL (ASL) [33] that puts more con-
straints on the weights from the last fully connected layer

Fig. 1. Process of building a credit card fraud detection model.

to directly optimize angles. This can learn those angularly
distributed representations with angular margin. Reference
[34] presents a large-margin cosine loss (LMCL) that directly
uses cosine margin of different classes. This can improve the
cosine-related discriminative information and can be imple-
mented easily. Recently, Deng et al. [35] propose an additive
angular margin loss (AAML) that adopts the arccosine func-
tion to calculate the angle between a learned representation
and the target weight so that it can optimize the geodesic
distance margin under an exact correspondence from angle to
arc in the normalized hypersphere.

During the process of training a model with SL, the
learned representation f i of a sample xi with label 0
(respectively 1) is pulled closer to its target weight W 0

(respectively W 1),
1 and vice versa. The purpose of angle

margin is to ensurea smaller average angle between F0

(respectively F1)
2 and W 0 (respectively W 1) through

increasing the punishment to the same angle compared with
the conventional SL. However, it has not been fully explored
how to enhance the separability of the learned representations
via SL. Therefore, for addressing this problem, this article
proposes a novel ACL. ACL is an improved SL function with
the maximum angular separation. It can make the learned
representations of different classes sep- arated in opposite
directions. Hence, it can directly obtain the optimal
separability of learned representations. More details are shown
in Section IV.

III. CREDIT CARD FRAUD DETECTION MODEL

As shown in Fig. 1, building an effective credit card
fraud detection model consists of some essential steps which
significantly influence the detection.

A. Feature Engineering

The first step is feature engineering that is aiming at
extracting informative features of users’ transaction behaviors.
The raw features, such as transaction time/date and transaction
amount, cannot well characterize the transaction behaviors of
cardholders and fraudsters. One of the commonly used
methods is to derive some new features using the transaction

aggregation strategy [41]. The aggregation features are
derived through grouping the transactions according to a
selected time interval, card number, transaction type, and
merchant code. Then, the number of transactions and the total
amount spent on those transactions are calculated. After the
process of transaction aggregation strategy, a single
transaction with

1 W 0 (respectively W 1) is the weight of the class labeled by
0 (respec- tively 1).

2 F0 (respectively F1) is the set of the learned representations
corresponding to those samples with label 0 (respectively 1).

Fig. 2.    Our deep representation learning framework
consisting of two parts: the deep neural network layers (e.g.,

convolution neural network layers) and the FCL layers.

raw features is transformed into a feature matrix with
more informative aggregation features. The transaction
aggregation strategy has been adopted in many studies [4],
[42]. Our previous work [42] also shows that it can well
distinguish the transaction behaviors of cardholders and
fraudsters. In this article, we also use this strategy.

B. Data Balancing

After feature engineering, a classifier can be trained
as a binary classification task. However, if the class imbalance
problem is not considered, the learned classifier will tend to
identify most of the fraud transactions as genuine ones. The
reason is that almost all classifiers have a default assumption
of a balanced data set, and thus, the learned decision boundary
tends to bias toward the class with more samples. Hence,
dealing with the class imbalance problem has become an
indispensable step before training a fraud detection model. As
mentioned in Section II-A, the most commonly used method
of handling the class imbalance problem is data sampling.
Especially, the undersampling method can reduce the
redundancy of genuine transactions and speed up the model
training. Randomly undersampling is one of the most famous
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undersampling methods due to its simplicity and effectiveness.
However, these sampling methods do not consider the spatial
distribution of instances from different classes. The Gaussian
mixture undersampling method [20] can be applied to sample
more informative instances and, thus, improve the
performance of classifiers. However, if a data set has quite a
few fraud transactions compared with the legal ones, the
upsampling method, such as SMOTE [10], should be applied
to enrich the fraud transactions. In this article, we apply
different data balancing methods according to different data
sets that will be introduced in Section V.

C. Fraud Detection Model Training

A fraud transaction detection model, as a binary
classifier, can be trained with a relatively balanced data set
after handling the class unbalance problem. There are many
machine learning methods, such as SVM [21], RF [22], CNNs
[4], and recurrent neural networks (RNNs) [6], that have been
successfully used to detect fraud transactions. Almost all of
them belong to representation learning. They aim at
discovering better representations of inputs by learning
transformations of data that disentangle factors of variation in
data and retain most of the information [12]. Especially, the
deep representation learning with deep neural networks has
achieved remarkable success in many domains in recent years
due to some advanced structures, such as ResNet [29],
DenseNet [30], and BagNet [31], and some effective loss
functions, such as AAML [35], center loss [15], and triplet
loss [38]. The latest neural network architectures make a deep
representation learning model not only deeper with much
more layers but also easier for model training. These advanced
architectures significantly enhance the ability of complex
nonlinear mapping of a deep repre- sentation learning model.
On the other hand, the ingeniously designed loss functions can
supervise the process of deep representation so that the final
model can obtain an ideal result. As shown in Fig. 2, the fraud
transaction detection model adopted in this article is composed
of two parts: the deep neural network layers (e.g., convolution
neural network layers) for obtaining separable and
discriminative representations, and the fully center loss layer
for supervising the model training. The key of this article is to
optimize the loss function so that the quality of those learned
deep features and the performance of fraud transaction
detection are enhanced. Our loss function is to supervise the
training of deep convolution neural network layers that project
the original feature space of transactions into a deep feature
space. The goal is that the transactions from the same class
can be compact as fully as possible and the transactions from
different classes can be separated as fully as possible. For this
goal, we specially design our FCL, combining two different
aspects of losses: ACL for addressing the separability of

transactions from different classes and DCL for addressing the
compactness of transactions from the same
class.

IV. FULL CENTER LOSS (FCL)

ACL is an improved SL, which is specially designed
for our credit card fraud detection as a binary classification
problem. It can enhance the classification ability compared to
the softmax function. Meanwhile, the advantage of the
simplicity of the SL is still retained in ACL. DCL is originally
proposed in [15] and is to measure the aggregation of deep
features of each class.

FCL can be formulated as follows:

where α is a hyperparameter to trade off these two
losses and m denotes the size of minibatch samples for
training our deep representation learning model. The detailed
explanation of every loss is shown in the following.

A. Angle Center Loss (ACL)

In general, the ideal deep features should keep
intraclass compactness and interclass separability as much as
possible. Although the SL of the normal CNN model is very
simple and performs well in many classification applications,
it is not too effective to generate discriminative features.
When using the original SL to solve a binary class problem,
the posterior probabilities of the learned deep representation f i
of an input sample xi with label 0 or 1 can be written as

where (W 0, b0) and (W 1, b1) are weights and bias of
the softmax layer in CNN corresponding to class 0 and 1,
respec-tively. f i is the output of the last fully connected layer.
p0 and p1 are the posterior probabilities of f i belonging to
classes 0 and 1, respectively.

It has been verified that features learned by the
original SL have intrinsic angular distribution [33]. If an input
deep representation f i has the label yi , then the original SL of
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deep representation f i can be reformulated as follows:

TABLE I
DIFFERENT  METHODS  FOR  IMPROVING  SL

Fig. 3. Idea of our FCL that consists of ACL and DCL.
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the data with a limited variety, such as the face images. For
credit card transaction data, because the genuine transactions
are diversiform, uniformizing them will increase the difficulty
of model learning.

The AAML [35] adds an additive angular margin
penalty m between f i and W yi in order to simultaneously
enhance the intraclass compactness and interclass discrepancy.
Just as
LMCL, W yi is normalized as W yi 1, and the learned
representation f i is also fixed as f i     s in AAML. AAML can
be easily calculated by utilizing the arccosine function.
In our ACL, W yi is also normalized as W yi 1, but
the deep representation f i is learned since it can influence the
performance of a softmax-based classifier. All of the above-
mentioned methods introduce a fix margin m to address the
angular separation. They introduce punishment to pull f i
close to W yi and push f i away from W y˜i . Therefore, f i
will get closer to W yi with the increasing of the training
epoch. Therefore, the orientation of W yi can be regarded as
the angular center of learned representations. The norm of
W yi has been fixed as 1 for better angular separation, but the
influence from the orientation of W yi and W y˜i has not been
fully excavated. Therefore, in our ACL, the orientations of W

yi and W y˜i are set oppositely for the largest angular separation
of f i from different classes. Based on this setting, the number
of parameters of ACL is only half of that of SL.

V. EXPERIMENTS

A. Data Sets
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The first data set of credit card fraud detection is
from Kaggle [43] that is public and used in many studies. The
other one is our private transaction data set from a financial
company in China.

1) Data Set From Kaggle: This data set is composed of credit
card transactions of European cardholders in Septem- ber
2013. These transactions are generated in two days, and there
are 492 fraud transactions out of all 284 807 trans- actions. It
is obvious that this data set is very imbal- anced: the positive
class (fraud instances) only accounts for 0.172% of all
transactions. Every transaction has 30 features (Time, V 1, V
2, ... , V 28, Amount) in this data set. Except for Time and
Amount, all other features are numerical values that are
generated from the original features with a PCA trans-
formation. For the confidentiality issues, the original features
and details about this data set are not provided. Because all
transactions in this data set cannot be associated with the
information of corresponding cardholders, it is unpractical to
aggregate features for acquiring more useful information.
Hence, this data set with original features is directly applied to
train and test models. In other words, the steps of feature
engineering and feature matrix in Fig. 1 are not used for this
data set.

2) Our Private Data Set: This data set contains fraud and
genuine transactions labeled by professional investigators of
the company. There are up to 3.5 million transactions in this
data set from April to June in 2017. Table II shows the details
of the transactions in each month, and the class imbal- ance
problem is also very serious. The original features of

TABLE II EXPERIMENT DATA  SET

TABLE III AGGREGATED  FEATURE  MATRIX

each transaction include transaction time, transaction
amount, transaction type, merchant type, currency type, and
card type. Literature [8] underlines that features extracted
from a single transaction are much less informative or
sufficient to detect a fraud occurrence than the aggregate
features combined with historical transactions. Therefore, we
adopt some aggregation measures on original features in our

previous work [42]. The original features are aggregated with
different time intervals from 5 s to two months and extended
according to different feature types. Table III shows the
example of the feature matrix after the original features are
aggregated. For more details about the feature aggregation,
one can refer to [42]. After the process of feature aggregation,
every transaction is transformed into an informative feature
matrix that represents more comprehensive information of this
transaction and the spending habits of the corresponding
cardholder. These infor- mative feature matrices are adopted
for model training and testing.

B. Models

To show the advantages of our fraud detection model
with FCL, the state-of-the-art loss functions in Table I are
compared with ours. The RF model is one of the most popular
models for detecting fraud transactions and is also compared
with the benchmark in this article.

Since the data set from Kaggle has no more than 0.3
million transactions with 30 usable features, we build an
artificial neural network with four fully connected layers for
learning effective representations. Because our private data set
has millions of transactions with informative feature matrices,
a more powerful CNN is adopted to learn deep
representations. We use five convolution layers with max-
pooling and three fully connected layers following the last
convolution layer. More details about the parameters of these
neural network structures are shown in Table IV.

For the implementation of different loss functions,
we utilize the online code repositories and modify them
according to the requirement of credit card fraud detection.
The best hyperparameters of each loss function are searched
by the grid search method.

TABLE IV KEY  HYPERPARAMETERS OF  EACH
MODEL  FOR  DIFFERENT  DATA  SETS
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TABLE V CONFUSION  MATRIX

C. Performance Measures

The conventional confusion matrix of binary
classificationis shown in Table V.

The commonly used performance measures are
accuracy, precision, and recall. However, they are not
enough for mea- suring model performance due to the class
imbalance problem. Fβ score [44] is the weighted harmonic
mean of precision and recall that can measure model
performance comprehensively. β is commonly 1 (i.e., F1) to
equally treat precision and recall. Area under precision–
recall curve (AUC_PR) [45] is another very appropriate
metric for evaluating model performance with imbalanced
data sets because of its susceptibility of classifiers to
imbalanced data sets

D. Experiment I

The first experiment is conducted on the Kaggle data
set. Considering there are only 492 fraud transactions in the
data set that can lead to a big variance of the test results for
different models, we use the upsampling method SMOTE [10]

to generate more fraud transactions according to the actual
transactions to balance the data set with ratio 1:1. Then, 70%
of transactions are randomly selected as the training set and
the rest as the test set. The best hyperparameters m, s, α, and γ
in different loss functions are searched with the grid search
method.

Table VI shows the average results of F1 and
AUC_PR. First, the performance of every neural network
model is better than RF because of the nonlinear characteristic
combination ability of a neural network. Second, our ACL
outperforms other loss functions, which means that the
maximum angle separation in our ACL is superior to others. In
addition, when combining ACL with DCL, the performance of
our models (i.e., FCL) is continuously improved obviously,
which indicates the importance of intraclass compactness of
learned representations. This also shows that FCL can
strengthen the deep representation learning models to obtain
better represen- tations and improve fraud detection
performance.

E. Experiment II

This experiment is conducted on our private data set
from a financial company. This data set has abundant
transactions over three consecutive months, but the class
imbalance problem is still serious. Our previous work,
Gaussian mixture undersam-pling [20] method, can sample
informative instances to handle the class imbalance problem,
and thus, it is still adopted in this experiment. Since every
original feature of transactions has a concrete meaning, every
transaction can be transformed into an informative feature
matrix by the feature aggregation method [42]. This
experiment consists of two subexperiments. The first one is to
verify the advantage of our ACL and FCL, and the
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Fig. 4. Accuracy values of models in training process.

Fig. 5. Changes in F1 values.
other one is used to demonstrate the performance stability of
the deep representation learning model caused by our FCL. In
all experiments, the best hyperparameters m, s, α, and γ for
these loss functions are still searched by the grid search
method.

Fig. 6.   Changes in PR_AUC values.

In the first subexperiment, transactions from the first two
months form the training set, and transactions from the last
month form the testing set. This avoids the problem of data
leakage. Fig. 4 shows the smoothed accuracy change of
models when model training, and Table VII shows the results.
Obviously, the deep representation learning models with our
ACL and DCL converge faster, and our ACL and FCL still
outperform other loss functions.

In the second subexperiment, transactions from the
first month are used as the training set that is denoted as T ,
and the rest samples are used as the testing set. Instead of
testing all samples of the testing set at one time, we divide
them into six groups (from T1 to T6) in chronological order,
and each group contains samples from ten consecutive days.
We test these groups of data one by one to observe the
performance changes. Table VIII shows the results, and it is
obvious that ACL and FCL lead to the best performance in
comparison with others. Then, just as shown by the curves in
Figs. 5 and 6, the degrees of changes in our models’
performance

are the lowest. This means that our ACL and FCL make the
performance of models be the most stable.

To adequately show that our loss functions can lead
to more stable performance, we construct two more data sets
that includes training sets, T   T1 and T   T1 T2, and testing
sets, T2 T6 and T3 T6, respectively. We compare our ACL
and FCL with other methods on these two data sets, just like
we did earlier. Tables IX and X show the results. Obviously,
our loss functions lead to the least standard deviations, which
means that our models ensure a more stable performance. At
the same time, we can see that both F1 and AUC_PR of our
models are the best compared to others. From Tables VIII–X,
it can be seen that when increasing the size of a training set,
the performance of a trained model is enhanced. For example,
from the results of T3 in Tables VIII–X, the values of F1 and
AUC_PR of the corresponding models are all increased from
Table VIII–X.
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VI. CONCLUSION

In this article, a deep representation learning model is
proposed for credit card fraud detection that has the advantage
to achieve a good and stable performance. It consists of two
parts: a deep neural network and a specially optimized loss
function, FCL. FCL is able to supervise the deep represen-
tation learning model from both distance and angle so that the
yielded model can enhance the intraclass compactness and
interclass separation. Especially, ACL can directly sep- arate
learned representations of different classes in opposite
directions. State-of-the-art loss functions are summarized and
compared with our ACL and FCL. The experimental results
illustrate the advantages of our method.

Although our loss functions can ensure more stable
performance for fraud detection, there still is a space for
improvement. For example, the performance stability of the
fraud detection model should also be considered from the
perspective of concept drift [5], [24]. In the future, we plan to
consider the concept of drift problem from the aspect of loss
function.
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