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Forecasting Crop Yields Employing Gradient Descent 

Algorithm For Deep Neural Networks 

Abstract- Agriculture is undergoing a metamorphosis due to 

several environmantal and scoal factors. Due to challenges 

such as global warming, intermittent rainfall patterns and 

eroding nutrient values of soil, crop yileds have become more 

upredictable in the last decade. This has resulted in famines, 

armer suicides and deaths due to hunger. Thus, one of the key 

objectives of the world health organization is to provide food 

security globally and also help the agriculture community as a 

whole whith special emhpasis on low income group countries. 

This has made crop yield forecasting extremely important. As 

the crop yield depends on several factors which are highly 

uncorrelated in nature, hence machine learing based 

appraoches have been employed for the purpose. In this paper 

a deep neural network approach has been proposed along 

with the discrete wavelet transfrom to forecast crop yields. 

The wavelet transform has been used as a filtering techniques 

to remove local disturbances from the data, and deep neural 

networks have been used for pattern recognition and 

forecasting. The evaluation of the proposed system has been 

evaluated in terms of the mean absolute percentage error, 

accuracy and regression. It has been found that the proposed 

work outperforms existing baseline techniques in terms of the 

accuracy of forecasting. 

 

Keywords- crop yiled forecasting, discrete wavelet transform, 

deep neural networks, mean absolute percentage error, 

accuracy. 

 

I. INTRODUCTION 

 

 One of the main goals of the world health 

organization (WHO) is the food security programme which 

aims a proving food to everyone in the world so as to eradicate 

deaths due to hunger. This is however challenging due to 

factors such as explosive population increase, global warming, 

unprecedented climate changes, eroding soil nutrient values, 

urbanization, conversion of farmland for industrial uses, mass 

exodus to urban areas to seek livelihood, decling investments 

in staple crop production, increase in food costs  etc. Thus it 

becomes extremely challenging to ensure food security. As per 

the statistics of WHO, almost 25,000 people die of hunger 

each day (Holmes, 2020). It is estimated that a child dies of 

hunger every 10 seconds and around 3.1 million children die 

of hunger and malnutirtion each year. The worst hit areas are 

the Sub-Saharan region in Africa and Asian Countries where 

the deaths due to hunger are staggeringly large. This leads to 

the motivation of the WHO to eradicate hunger related deaths 

by 2030 (Moseley and Battersby, 2020). The situation needs 

meticulous planning and statistical analysis so as to eradicate 

hunger related deaths. Crop yield forecasting is one of the key 

component for the purpose which can render insights into the 

expected yields therby helping authorities to plan for storgae, 

distribution and supply of surplus to the needy. Crop yiled 

forecasting is however channenging due to its dependability 

on several factors such as time of the year, crop type, amount 

of rainfall, temperature, type and condition of soil etc 

(Klompenburg et al., 2020). Attaining maximum crop yield 

with minimum production cost remains the main goal of crop 

yield production (Elavarasan and Vincent, 2020) .  There 

happen to be many challenges associated with the crop yield 

prediction method. The domain of artificial intelligence has 

helped in understanding and analyzing the agricultural based 

markets. Early detection of the problems related to crop yield 

production can help in quick resolution and aid in increasing 

yield profit. Predictive methods can be implemented to reduce 

losses under unforeseen circumstances. Moreover, the 

prediction methods can be utilized to know the favorable time 

for growing conditions. Different weather conditions have 

different kinds of impact on the overall crop yield of a 

particular area (Dang et al, 2020). 

 

There has been a tremendous growth of artificial 

intelligence and machine learning in the recent years. The agro 

based systems and industries have also witnessed an increased 

adoption of these technologies. This domain has been a 

prominent area of research for accurate prediction crop yield 

(Nigam et al, 2019). With the use of meteorological data, it is 

quite efficient to predict the weather and pest impact on the 

crops. Several factors affect the yield of crops in some or the 

other way. For farmers, the crop yield and productivity is of 

vital importance. Weather conditions are one of the key 

influencers for the crop yield production. Different types of 

crops have different factors that impact the respective yield. 

Hence the motivation behind the research is to evaluate crop 

yield prediction techniques using the concepts of machine 

learning. In this paper, machine learning based techniques are 
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analyzed  and a model employing data pre-processing and 

ensemble learning is proposed for crop yield forecasting. 

 

II. LİTERATURE REVİEW 

 

This section summarizes a brief contemporaty work in the 

domai of research. 

 

D. Elavarasan et al. in [1] proposed a a Deep 

Recurrent Q-Network model which is a Recurrent Neural 

Network deep learning algorithm over the Q-Learning 

reinforcement learning algorithm to forecast the crop yield. 

The sequentially stacked layers of Recurrent Neural network 

is fed by the data parameters. The Q- learning network 

constructs a crop yield prediction environment based on the 

input parameters. A linear layer maps the Recurrent Neural 

Network output values to the Q-values. The reinforcement 

learning agent incorporates a combination of parametric 

features with the threshold that assist in predicting crop yield. 

Finally, the agent receives an aggregate score for the actions 

performed by minimizing the error and maximizing the 

forecast accuracy. The proposed model efficiently predicts the 

crop yield outperforming existing models by preserving the 

original data distribution with an accuracy of 93.7%. 

 

C. Dang et al in [2] proposed a Redundancy Analysis 

(RDA) for feature selection. The simple effects of RDA were 

used to evaluate the interpretation rates of the explanatory 

factors. The conditional effects of RDA were adopted to select 

the features of the explanatory factors. Then, the autumn crop 

yield was divided into the training set and testing set with an 

80/20 ratio, using Support Vector Regression (SVR), Random 

Forest Regression (RFR), and deep neural network (DNN) for 

the model, respectively. Finally, the coefficient of 

determination (R2), the root mean square error (RMSE), the 

mean absolute error (MAE), and the mean absolute percentage 

error (MAPE) were used to evaluate the performance of the 

model comprehensively. The results showed that the 

interpretation rates of the explanatory factors ranged from 

54.3% to 85.0% (p = 0.002), which could reflect the autumn 

crop yields well. When a small number of sample training data 

(e.g., 80 samples) was used, the DNN model performed better 

than both SVR and RF models.\ 

 

Nigam et al. in [3] proposed a predicting the yield of 

the crop by applying various machine learning techniques. The 

outcome of these techniques is compared on the basis of mean 

absolute error. The prediction made by machine learning 

algorithms will help the farmers to decide which crop to grow 

to get the maximum yield by considering factors like 

temperature, rainfall, area, etc. 

 

Y. Li et al. in [4] proposed a present our statistical 

modeling practices for predicting rainfed corn yield in the 

Midwest U.S. and address the aforementioned issues through 

comprehensive diagnostic analysis. Our results show that 

vapor pressure deficit and precipitation at a monthly scale, in 

spline form with customized knots, define the “Best Climate-

only” model among alternative climate variables (e.g., air 

temperature) and fitting functions (e.g., linear or polynomial), 

with an out-of-sample (leave-one-year-out) median R2 of 0.79 

and RMSE of 1.04 t/ha (16.6 bu/acre) from 2003 to 2016. 

 

Bhosale et al. in [5] proposed a data mining approach 

on agricultural data for yield prediction. It would help in  

getting  results using technologies like data analytics and 

machine learning and this result will be given to farmers for 

better crop yield in terms of efficiency and productivity. 

Authors studied K-means clustering which was used to create 

clusters. Data stored in clusters facilitated fast search in less 

time based on cluster hypothesis. The work is expected to help 

farmers to increase the yield of their crops. Storage of big data 

in clusters by using K-means clustering algorithm, reduce it to 

appropriate/valid content using the algorithm. Apriori 

algorithm helped to count frequently occurring features which 

helped to predict crop yield for specific location. 

 

III. METHODOLOGY 

 

The main challenge pertaining to the forecasting of 

crop yield lies in the fact that crop yields are affected by 

several variables which often show a very little correlation 

(Gopal and Bhargavi, 2019). Hence it is necessary to design a 

forecasting which can identify the patterns in the seemingly 

random data, be able to remove the noisy component around 

the baseline and forecast the crop yield with high accuracy and 

low error (Hird J and McDermid, 2009). To attain the 

objective of high forecasting accuracy and low or moderate 

number of training iterations, it is necessary to focus on two 

fundamental aspects: 

 

1) Pre-Process the data so as to remove the noisy 

component along the baseline. 

2) Design an appropriate machine learning alorithm 

which can find patterns in complex time series 

data. 

 

Thus the first part of the methodology focusses on the 

pre-processing part to remove the noisy part and filter the data 

so as to facilitate training.  

 

Data Pre-Processing 
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The pre-processing is done employing the discrete 

wavelet transform which acts as a recursive filter to filter out 

local disturbances and noisy nature of the raw data. This step 

helps in pattern recognition (Khandelwal et al, 2015).  The 

recursive filtration using the wavelet transform for ‘ith’ level 

scaling factor can be expressed as (Nury et al, 2017): 

 

(1) 

 

The co-efficient value  for an ithlevel can be expressed as 

(Madan and Mangipudi, 2018). 

 

 (2) 

 

Here, 

and can be expressed as: 

 

    (3) 

 

    (4) 

 

         (5) 

 

t is the time metric 

is the data stream to which needs to be filtered 

is the scaling metric 

 

The wavelet behaves like a multi-level recursive filter 

which decomposes the data acting like a combination of low 

and high pass filters (Hajiabotorabi et al., 2019). It can be 

concluded from existing work  that the low pass filtering 

operation typically contains the baseline data while the noisy 

component and disturbances are contained by the high pass 

filtering data. The data can thus be filtered as: 

 

         (6) 

 

Here, 

is the data to be filtered up-to ‘L’ levels 

is the low pass filtering operation at level ‘L’ of 

decomposition. 

is the high pass filtering operation at level ‘L’ of 

decomposition. 

stands for the discrete wavelet transform. 

 

The filtering can be used to estimate the noise floor 

in the data and further filter it using the co-efficient values of 

the data. The co-efficient representation of the data is given 

by: 

 

        (7) 

Here, 

are the approximate co-efficient values of decomposition 

level ‘L’ 

are the detailed co-efficient values of decomposition level 

‘L’ 

 

Retaining the approximate co-efficient values and 

discarding the detailed co-efficient values helps in data 

filtration. An iterative process to retain  and discard  

for each decomposition level  generates a decomposition 

tree. The validation of the fact that the raw data is filtered can 

be obtained by observing the decomposition parameters of the 

raw and filtered data. The decomposition metrics which are 

commonly chosen for data analysis are (Rhif et al, 2019): 

 

a. Mean: 

 

      (8) 

Here, 

s is the original data 

is the mean 

N is the total number of samples 

 

b. Standard Deviation: 

 

        (9) 

 

Here, 

s.d. is the standard deviation 

N is the number of samples 

s is the original data 

is the mean 

 

c. Median: 

 

 (10) 

 

Here, 

X is the ordered list  

N is the number of samples  

represents the floor function 

represents the ceiling function 
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d. Mean Absolute Deviation (MAD): 

 

 (11) 

Here, 

M.A.D. represents the mead absolute deviation 

N is the number of samples  

is the individual sample value of s 

is the mean value od s 

 

e. L1 Norm: 

 

     (12) 

 

Here, 

is the L1 norm 

A1 and A2 are the comprising vectors 

 

f. L2 Norm 

 

(13) 

 

The stopping condition for the machine learning 

algorithm to reach convergence is the successive stability of 

the cost function or objective function which is considered as 

the mean square error in this case. The mean square error 

(mse) is defined as: 

 

         (14) 

 

Here,  

denotes the predicted value. 

denotes actual value. 

the number of samples. 

 

If the decomposition values of the approximate co-

efficients are identical to the raw data and those for the 

detailed co-efficients are non-identical, then such a 

decomposition implies that the noisy part has contained in the 

detailed co-efficients and can be removed or filtered by 

discarding the detailed co-efficient values (Fernandez-

Ordoñez et al., 2017).  

 

Training 

 

The next critical stage is training in which the data 

pre-processed data needs to be applied to a machine learning 

model for pattern recognition. In this case, an ensemble deep 

neural network has been used to forecast crop yield. The 

output of the neural network is given by (Tealab, 2018): 

 

(15) 

Here, 

represents the inputs 

represents the output 

represents the weights 

represents the activation function. 

represents the activation function 

 

To analyze the data in this case, a deep neural 

network with 10 hidden layers is designed. Each of the 

modules of the ensemble neural network is fed with the  

and  values of decomposition. The weighted sum of each of 

the modules is summed up to obtain the final output 

(Bhoslaeet al., 2018). The summation of the individual outputs 

is given by: 

 

         (16) 

 

Here, 

denotes the total output of the ensemble neural network. 

denotes the individual outputs of the ensemble modules. 

is the number of modules in the ensemble. 

 

The number of modules has been taken as 4 

corresponding to the 3 detailed and 1 approximate co-efficient 

values. The training rule employed is the back propagation 

based gradient descent with the objective function taken as the 

mean square error (Islam et al, 2018). The training rule is 

given by: 

 

                 (17) 

 

Here, 

is the weight of  iteration. 

is the weight of iteration number . 

stands for error in iteration ‘t’ 

is the learning rate 

 

The mean absolute percentage error (MAPE) for the system 

has been computed as (Huang et al., 2017): 

 

    (18) 
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denotes the predicted value. 

denotes actual value. 

the number of samples. 

IV. SIMULATION RESULTS 

 

The simulations have been performed on MATLAB 

2020a with an i5 9300H CPU with a clock speed of 2.4GHz 

and available RAM of 8GB. The first part of the experiment 

entails data pre-processing so as to remove the noise and 

disturbance effects form the raw data. For the purpose the 

wavelet transform has been employed. A three level 

decomposition of the raw data has been performed in which 

the detailed co-efficient values are discarded and approximate 

co-efficient values are retained so as to filter out the noise 

effects. The approximate co-efficient values along with the 

detailed co-efficient values are used to train an ensemble 

neural networks. The data is split in the ratio of 70:30 for 

training to testing. The parameters used for training are time, 

rainfall, moisture, humidity, temperature and soil type. The 

data has been acquired from Kaggle. 

 

 
Fig. 1. Importing data from XL file to Matlab workspace. 

 

Table 1. Statistical analysis of raw data ‘s’ 

 
 

 

Table 2. Statistical Analysis of Approximate Co-efficients, 

‘Ca’ 

 
 

Table 3. Statistical Analysis of Detailed Co-efficients, ‘Cd’ 

 
 

 
Fig. 2. Forecasted and Actual Yield. 
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Fig. 3. Regression Analysis of Forecasting. 

Table 4. Summary of Simulation Results. 

 
 

Table 5. Comparison with existing techniques. 

 
 

Figure 1 depicts the data in the Matab workspace 

after loading the data. The data is accessible in the Matab 

workspace for analysis.  The dependent variables (feature) 

along with the target variable (yield) is decomposed to 3 levels 

of DWT. This would mean an approximate co-efficient value 

denoted by ‘a’ and three detailed co-efficient values ‘d1’, ‘d2’, 

‘d3’ would be obtained through the decomposition. The 

metrics of decomposition are chosen as maximum value of 

variables, minimum value, mean, median, standard deviation, 

mean absolute deviation, L1 norm and L2 norm. The analysis 

of the parameters helps us in understanding the effect of the 

wavelet decomposition on the data cleaning process. ‘S’ 

corresponds to the original data stream, C_A corresponds to 

the approximate co-efficient values while C_D corresponds to 

the detailed co-efficient values. Tables 1, 2 and 3 enlist the 

values of decomposition. An evaluation of the decomposition 

metrics and insights into the data are presented subsequently. 

The statistical analysis for the approximate value indicate the 

following: 

 

1) The approximate co-efficient values contain the majority 

of the information of the data stream 

2) Retaining the approximate co-efficient values help in 

retaining the maximum statistical information of the data. 

3) The iterative process of retaining the approximate co-

efficient values makes the histogram approach the actual 

data. 

 

Moreover, the significance of the analysis lies in the 

fact that it tells about the statistical information contained in 

the data stream, the decomposed approximate values, the 

decomposed detailed values and the synthesized data stream. 

The histogram analysis implies the fact that as the number of 

levels increases, the local disturbances in the data are 

eventually removed.  From table I, II and III, it can be clearly 

seen that as the number of decomposition levels increase, the 

approximate co-efficient values tend to align towards the 

original data stream in terms of statistical characteristics 

 

1) The detailed co-efficient values however tend to deviate 

from the actual data stream as the number of levels 

increase. This clearly indicates that if the approximate co-

efficient values are retained and the detailed coefficient 

values are discarded, then the amount of local variations 

and disturbances can be removed. 

2) The wavelet transform can be used to maintain 

monotonicity in local intervals so as to make the training 

more effective for the neural network. 

 

The above three points indicate that the wavelet 

decomposition along with the time series prediction can 

enhance the accuracy of prediction and also increase the 

regression for large data sets. 

 

Figure 2 represents the curves for the predicted and 

the forecasted values. The red curve depicts the forecasted or 

predicted values. The blue curve depicts the actual values. It 

can be clearly concluded that the value of the regression is 

clearly related to the accuracy of prediction for the system. A 

comparative analysis of the previous and proposed work in 

terms of the evaluation parameters is given in table 4.Figure 3 

depicts the regression for training, testing, validation and 

overall cases. A summary of the obtained results is presented 

in table 4. 

 

A comparative analysis of the proposed work with 

contemporary techniques shows that the proposed technique 
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outperforms the existing techniques in terms of accuracy of 

prediction. This can be attributed to the combined data 

filtration and ensemble learning approach adopted in this 

work.  

 

V. CONCLUSION 

 

It can be concluded that crop yield prediction is a 

critically important forecasting problem trying to address food 

security in the world. However, it is challenging to accurately 

forecast crop yields since the data is generally random and 

complex and the yield depends on multiple parameters. The 

proposed system uses a two step approach in which the data is 

first filtered and secondly a deep neural network employing 

back propagation is used for pattern recognition. The 

performance of the system has been evaluated in terms of the 

mean square error, mean absolute percentage error, regression 

and accuracy. From the results, it can be observed that the 

system trains in low number of iterations and also achieves 

low MAPE value. A comparative analysis with respect to 

previous work also shows that the proposed technique 

outperforms the existing technique in terms of prediction 

accuracy. 

 

The future scope for the present work can be: 

 

Designing a neural network with ada-boost technique 

wherein the output of one entire neural network is fed as the 

input of another neural network. This process may iteratively 

decrease the error rate. 
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