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Abstract- Clustering is a fundamental problem in many data-

driven application domains, and clustering performance 

highly depends on the quality of data representation. Hence, 

linear or non-linear feature transformations have been 

extensively used to learn a better data representation for 

clustering. In recent years, a lot of works focused on using 

deep neural networks to learn a clustering-friendly 

representation, resulting in a significant increase of clustering 

performance. This project aims at providing insight on the 

transferability of deep CNN features to unsupervised 

problems. We study the impact of different pre trained CNN 

feature extractors on the problem of image set clustering for 

object  classification as well as fine- grained classification. 

We propose  a rather straightforward pipeline  combining 

deep-feature extraction  using a CNN pretrained on Image 

Net, VGG16 and Res Net and a classic clustering algorithm to 

clustering sets of images. This approach is compared to state- 

of-the-art algorithms in image-clustering and provides better 

results. These results strengthen the belief that supervised 

training of deep CNN on large datasets, with a large 

variability of classes, extracts better features than most 

carefully designed engineering approaches, even for 

unsupervised tasks. 

 

I. INTRODUCTION 

 

 Clustering is an interesting field of Unsupervised 

Machine learning where we classify datasets into set of similar 

groups. It is part of ‘Unsupervised learning’ meaning, where 

there is no prior training happening and the dataset will be 

unlabeled. Clustering can be done using different techniques 

like K-means clustering, Mean Shift clustering, DB Scan 

clustering, Hierarchical clustering etc. The key assumption 

behind all the clustering algorithms is that nearby points in the 

feature space, possess similar qualities and they can be 

clustered together. 

 

In Introduction you can mention the introduction about 

your research 

 

Up to know, we have only explored supervised 

Machine Learning algorithms and techniques to develop  

 

models where the data had labels previously known. In other 

words, our data had some target variables with specific values 

that we used to train our models. However, when dealing with 

real-world problems, most of the time, data will not come with 

predefined labels, so we will want to develop machine 

learning models that can classify correctly this data, by finding 

by themselves some commonality in the features, that will be 

used to predict the classes on new data. 

 

Unsupervised learning main applications are: 

 

 Segmenting datasets by some shared attributes. 

 Detecting anomalies that do not fit to any group. 

 Simplify datasets by aggregating variables with similar 

attributes. 

 Dimensionality Reduction 

 

Throughout this article we will focus on clustering problems 

and we will cover dimensionality reduction in future articles. 

 

Clustering Analysis 

 

In basic terms, the objective of clustering is to find 

different groups within the elements in the data. To do so, 

clustering algorithms find the structure in the data so that 

elements of the same cluster (or group) are more similar to 

each other than to those from different clusters. 

 

In a visual way: Imagine that we have a dataset of 

movies and want to classify them. We have the following 

reviews of films: 

 

The machine learning model will be able to infer that 

there are two different classes without knowing anything else 

from the data. These unsupervised learning algorithms have an 

incredible wide range of applications and are quite useful to 

solve real world problems such as anomaly detection, 

recommending systems, documents grouping, or finding 

customers with common interests based on their purchases. 

 

Some of the most common clustering algorithms, and 

the ones that will be explored throughout the article, are: 
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 K-Means 

 Hierarchical Clustering 

 Density Based Scan Clustering (DBSCAN) 

 Gaussian Clustering Model 

 

 K-Means Clustering 

 

K-Means algorithms are extremely easy to implement 

and very efficient computationally speaking. Those are the 

main reasons that explain why they are so popular. But they 

are not very good to identify classes when dealing with in 

groups that do not have a spherical distribution shape. 

 

The K-Means algorithms aims to find and group in 

classes the data points that have high similarity between them. 

In the terms of the algorithm, this similarity is understood as 

the opposite of the distance between datapoints. The closer the 

data points are, the more similar and more likely to belong to 

the same cluster they will be. 

  

Squared Euclidean Distance 

 

The most commonly used distance in K-Means is the 

squared Euclidean distance. An example of this distance 

between two points x and y in m-dimensional space  

 

Here, j is the jth dimension (or feature column) of the sample 

points x and y. 

 

 Adjusted Rand Index (ARI) € [-1,1] 

 

To understand it we should first define its components: 

 

 a: is the number of points that are in the same cluster 

both in C and in K 

 b: is the number of points that are in the different 

cluster both in C and in K. 

 n = is the total number of samples' 

 The ARI can get values ranging from -1 to 1. The 

higher the value, the better it matches the original data. 

 b = average distance to other sample i in closest 

neighboring cluster  

 The Silhouette Coefficient (SC) can get values from -1 

to 1. The higher the value, the better the K selected is. 

It penalized more if we surpass the ideal K than if we 

fall short. It is only suitable for certain algorithms such 

as K-Means and hierarchical clustering. It is not 

suitable to work with DBSCAN, we will use DBCV 

instead. 

 

In Data Science, we can use clustering analysis to gain some 

valuable insights from our data by seeing what groups the data 

points fall into when we apply a clustering algorithm. Today, 

we’re going to look at 5 popular clustering algorithms that 

data scientists need to know and their pros and cons! 

 

II. MODULES 

 

• Image Feature Extraction using ResNet and VGG16 

• Data Preprocessing 

• Extracting cluster-friendly deep features 

• Using K Means to cluster a set of Images 

• Network Updates  

 

   1.Image Feature Extraction 

 

 In this module pre-trained models can be used for 

image clustering. Initially we have implemented ResNet 50 

and VGG 16 are a convolutional neural network model    for    

image    recognition    proposed    by different    image    

dataset where VGG16 refers to a VGG model with 16 weight 

layers. 

 

VGG16: the input layer takes an image in the size of (224 x 

224 x 3), and the output layer is a softmax prediction on 1000 

classes. From the input layer to the last max pooling layer 

(labelled by 7 x 7 x 512) is regarded as the feature extraction 

part of the model, while the rest of the network is regarded as 

the classification part of the model. 

 

2.  Data Pre-processing. 

 

In research, a large variety of datasets from 

multiplatform and heterogeneous sources need to be dealt 

with. Further, since clustering algorithms are used to discover 

hidden patterns from the data, CQ depends on the distributions 

of the data points and the underlying representation. 

Therefore, depending on problems and data types, different 

types of pre-processing may require depending upon CNN 

architectures 

 

3. Extracting cluster-friendly deep features 

 

In the context of clustering, after the training, the 

decoder part of an AE is no longer used but only the encoder 

is left, which acts as the feature extractor. LF then can be 

extracted from one or more layers (depending on the type of 

network architecture). For example, if extracted from a single 

layer, features come typically from the last layer of the 

network. However, if extracted from a multilayer or deep 

network (from any hidden layer or the deepest layer), it is 

found that LF can lead to better feature representations that 
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can enhance the separation of data points during the similarity 

computation. 

 

4. Network Updates and Training 

 

In this module, Training DL-based clustering 

algorithms may vary depending on the DNN architecture, 

different loss functions and training methods. However, since 

covering each of them in complete detail would be 

cumbersome in this comparative analysis, we discuss the 

detail of network updates and training for the pipeline methods 

(e.g. DEC) only that includes most of the possible steps 

explained in other DL-based approaches. In DL-based 

clustering, following two types of losses are optimized. 

 

Non-clustering loss: this types of losses are independent of 

the clustering algorithm and usually enforces a desired 

constraint on the learned model, which guarantees that the 

learned representation preserves important information (e.g. 

spatial relationships between features) so the original input 

can be reconstructed in the decoding phase. 

Clustering loss: this type of loss (e.g. RL1 and self-

augmentation loss) is specific to the clustering method and the 

clustering-friendliness of the learned representations. 

 

5.Using K means to cluster a set of Images 

 

In this module, there are two important issues in 

applying k-Means in Scikit-Learn to this clustering problem. 

Num py. nd array. flatten to collapse a feature from the model 

(where different pre-trained models produce different shapes 

of features as listed below) into a one-dimension array 

required by k- Means in Scikit-Learn (where the input shape is 

[n_samples, n_features]). 

 

Second, however, generally speaking, determining 

the number of clusters in a data set, or validating the 

assumption of our magic number, is a crucial step in solving a 

clustering problem. We will use silhouette coefficient to 

determine the number of clusters, and compare and contrast 

different pre-trained models later. 

 

6.Evaluating the Performance of different clustering 

methods 

 

 In this module, we will consider two approaches to 

evaluate the performance of different  clustering methods. 

 

Internal Cluster Validation: investigating the structure of 

clustering results without information outside of the dataset, 

i.e., without the known labels. We will use Silhouette 

Coeffecient in Scikit-Learn for internal cluster validation. The 

measure is bounded between -1 for incorrect clustering and 1 

for highly dense clustering. Scores around zero indicate 

overlapping clusters. 

 

External Cluster Validation: comparing the results of a 

cluster method with the known labels. We will use Adjusted 

Rand Index in Scikit-Learn for external cluster validation. The 

range of score is between -1 and 1, where negative values 

mean that the predicted clusters and the known clusters are 

highly different, positive values mean that the predicted 

clusters and the known clusters are similar, and 1 is the perfect 

match score.We have compared different numbers of clusters 

(between 2 and 10) under 4 different pre-rained models 

(VGG16, VGG19, InceptionV3, and ResNet50). It is an 

interesting chart which explores many issues for discussion. 

 

III. CONCLUSION 

 

 In this project, we provide a comprehensive review of 

DL-based clustering approaches for image datasets. Clustering 

results in three different use cases covering different types of 

data show that approaches based on DL outperform ML-based 

clustering algorithms. Firstly, transfer learning can be 

employed by means of pretrained models, e.g. ResNet50, 

Inception, ResNet, and VGG16/19 to extract deep features 

from the images. Weights of the first layers are kept intact, 

and only the last few layers are fine-tuned to get an improved 

feature representation. This could then be used to improve the 

DL- based clustering analysis by reducing the input 

dimensions to a lower number of features. However, since 

CNN-based pretrained models are trained on general- purpose 

images (e.g. ImageNet), they are often not suitable for 

imaging. Further experiments should show whether these 

improvements also carry over to DL- based clustering. And 

also   we have learned how to build a keras   model to perform 

clustering analysis with unlabelled datasets. Pre-trained auto 

encoder played a significant role in the dimensional reduction 

and parameter initialization, then custom built clustering layer 

was trained against a target distribution to refine the accuracy 

further. 
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