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Abstract- Depression is ranked as the largest contributor for
suicides and global disability. According to WHO more than
300 million people worldwide are suffering from depression.
While depression may lead to social isolation and withdrawal.
Researchers found that social media platforms are
increasingly used by affected individuals. People suffering
from depression share their experiences and support each
other. Sudies show that peer-to-peer social Medias increase
the likelihood to seek professional help. Sudies have shown
that depression has also effect on language usage. Many
individuals use social media platforms for expressing their
views and sharing their problems. This gives us opportunity to
work on early depression detection using Machine Learning
methods. Our research focuses on implementing ML and Deep
learning models to detect depression from social media like
Twitter.
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I.INTRODUCTION

Precisely defining depression is not an easy task, not
only because several sub-types have been described and
changed in the past [1][2], but also because the term “being
depressed” has become frequently used in everyday language.
In general, depression can be described to lead to an atered
mood and may aso be accompanied, for example, by a
negative self-image, wishes to escape or hide, vegetative
changes, and a lowered overall activity level [3]. The
symptoms experienced by depressed individuals can severely
impact their ability to cope with any situation in daily life and
therefore differ drastically from norma mood variations that
anyone experiences. At the worst, depression can lead to
suicide. WHO estimates that, in the year 2015, 788,000 people
have died by suicide and that it was the second most common
cause of death for people between 15 and 29 years old
worldwide [4]. In Europe, self-harm was even reported as the
most common cause of death in the age group between 15 and
29 and the second most common between 30 and 49, again in
results obtained by WHO in 2018 [5].
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Although the severity of depression is well-known, only about
half of the individuals affected by any mental disorder in
Europe get treated [6]. The proportion of individuals seeking
treatment for mood disorders during the first year ranges
between 29-52% in Europe, 35% in the USA, and only 6% in
Nigeria or China [7]. In addition to possible personal reasons
for avoiding treatment, this is often due to a limited
availability of mental health care, for example in conflict
regions [8]. Via a tedephone survey in Germany [9],
researchers found out that shame and self-stigmatization seem
to be much stronger reasons to not seek psychiatric help than
actual perceived stigma and negative reactions of others. They
further speculate that the fear of discrimination might be
relatively unimportant in their study because people hope to
keep their psychiatric treatment secret. Another study amongst
people with severe mental illness in Washington D.C. showed
that stigma and discrimination indeed exist, while they are not
“commonly experienced problems” but rather “perceived as
omnipresent potential problems”

[10].

While depression and other mental illnesses may |ead
to social withdrawal and isolation, it was found that social
media platforms are indeed increasingly used by affected
individuals to connect with others, share experiences, and
support each other [11], [12]. Based on these findings, peer-to-
peer communities on socia media can be able to challenge
stigma, increase the likelihood to seek professiona help, and
directly offer help online to people with mental illness [13]. A
similar study in the USA [14] came to the conclusion that
internet users with stigmatized illnesses like depression or
urinary incontinence are more likely to use online resources
for hedth-related information and for communication about
their illness than people with another chronic illness. All this
emphasizes the importance of research toward ways to assist
depressed individuals on socia media platforms and on the
internet in general .

People frequently express their depression over social
media which can be andyzed to identify the causes of their
depression. Depressed people become more vulnerable over
time and can commit any type of crimes, including suicide and
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killing others. As social media are becoming more and more
popular, people, including the depressed individuals, are
interacting with socia media increasingly. If their socia
media interactions can be analyzed, proper steps can be taken
in time. Research community has been trying to analyze social
media data to discover sentiments of human beings.
Depression anaysis is the process of identifying whether
people are going through depression from their textua activity
on socia media. ldentification of depression from social
media has been framed as a classification problem which isin
the domain of Natural Language Processing (NLP). In this
work we study NLP approaches that can successfully extract
information from textual data to enhance identification of
depression. These NLP approaches perform different feature
extraction to build document representations.

1.2Early depression detection

Even though multiple studies have attempted to
predict or anayze depression using machine learning
techniques, before Losada and Crestani [4] , no one had
attempted to build a public dataset in which a large
chronologica collection of writings, leading to this disorder,
were made available to the research community. This is
mainly due to the fact that text is often extracted from social
media sites, such as Twitter or Facebook, that do not alow
redistribution. On the other hand, in the machine learning
community, it is wel known the importance of having
publicly available datasets to foster research on a particular
topic, in this case, predicting depression based on language
use. That was the reason why the main goa in Losada and
Crestani was to provide, to the best of our knowledge, the first
public collection to study the relationship between depression
and language usage by means of machine learning techniques.
This work was important for ADD, not only for creating this
publicly-available dataset for EDD experimentation but also
because they proposed a measure (ERDE) that simultaneously
evaluates the accuracy of the classifiers and the delay in
making a prediction. It is worth mentioning that having a
single measure combining these two aspects enabled this
dataset to be used as a benchmark task in which different
studies can be compared in terms of how “early-and-accurate”
their models are. Both toals, the dataset and the evaluation
measure, were later used in the first pilot task of eRisk in
which 8 different research groups submitted a total of 30
contributions.

Most of the existing psychologica researches are
based on questionnaires and academic interviews and their
participants are often limited to small geographical regions.
Technical details of depression anayses using Machine
Learning and Deep Learning approaches for textua data are
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very rare as the researchers started to employ these techniques
recently. Our purpose is to find words used in tweets that can
help predict if a user is expressing negative sentiment or
experiencing depression. By analysing these tweets, we can
form a predictive model that can be applied to detect similar
sentiment in other tweets. Using the results of our
experiments, this will give us a deeper understanding of the
relationship between the semantic used and the mental status
of the user.

Twitter data can be quite large and to analyse the
entire dataset can introduce a measure of complexity that
requires more sophisticated hardware and processing methods
which some other experiments have relied on. Instead of
analysing a large dataset or focussing on a smaller dataset, our
method here is to first identify users which had expressed
highly negative sentiments based on a set criteria and then
applying further processing to obtain the words that of use to
us. This trimming of the data to be processed allows us to not
only focus on the more negative users but also greatly
simplifiesits processing.

We looked at both sentiment and stress analyses
whereas some research have focused on a single aspect of a
person’s tweets. Both sentiment and stress are related which
gives us a complementary perspective of a user’s mental state
and in combination allows us to see this as a longer term
pattern of behaviour. As people are not always negative or
stressful, our analysis also looked at the positive sentiment and
relaxation scores as this gives us a good insight of the overall
behaviour of the user over a period of time.

I1.RELATED WORK

Depression is one of the leading causes of suicide
worldwide. However, a large percentage of cases of
depression go undiagnosed and, thus, untreated. Previous
studies have found that messages posted by individuals with
major depressive disorder on social media platforms can be
analysed to predict if they are suffering, or likely to suffer,
from depression. This study aims to determine whether
machine learning could be effectively used to detect signs of
depression in social media users by anaysing their socia
media posts—especially when those messages do not
explicitly contain specific keywords such as ‘depression’ or
‘diagnosis’. To this end, we investigate several text
preprocessing and textual -based featuring methods along with
machine learning classifiers, including single and ensemble
models, to propose a generalised approach for depression
detection using social media texts. We first use two public,
labelled Twitter datasets to train and test the machine learning
models, and then another three non-Twitter depression-class
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only datasets (sourced from Facebook, Reddit, and an
electronic diary) to test the performance of our trained models
in other social media sources. Experimenta results indicate
that the proposed approach is able to effectively detect
depression via social media texts even when the training
datasets do not contain specific keywords (such as
‘depression’ and ‘diagnose’), as well as when unrelated
datasets are used for testing. Figure 2.1 below shows the steps
of Machine Learning for classifying depression and no
depression tweets.
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Figure 2.1: Machine Learning and Depression.

The use of sentiment analysis and machine learning
on socia media posts for detecting mental health problems is
present in current research. This subsection shows some of the
previous works on that matter.

Author’s in [15] proposed a model for classifying
Facebook comments as depressive indicative or not, using
features that were divided into three different categories:
emotional variables, temporal categories, and standard
linguistic dimensions. These features were then fed to
different KNN algorithms, both individually and combined
between each other. The best F1 measure was obtained with
the Coarse KNN algorithm, using the emotional variables with
avalueof 0.71.

Author’s in [16] extracted 37 sentiment categories
using the tool LIWC and examined how the variables were
correlated with a user Center for Epidemiological Studies-
Depression (CESD) score. CES-D is a survey that asks the
frequency of depression-related symptoms that the patient has
suffered over the past week. The fina score ranges from 0 to
60, with higher scores indicating more severe depression
symptoms [16]. A total of 18 sentiment predictors were found
out to be reasonably correlated with the topic. The predictor,
example words for each factor, and the coefficients of a
multiple regression model for the CES-D score are detailed.

Numerous studies on automatic detection of the
symptoms of depression have been carried out using artificial

intelligence methods such as ML. A mgjor stream of research
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involves depression detection using medica data, such as
fMRI signature [17], results of depression questionnaires
(such as DASS21 and DASSA42) [18], or clinical criteria for
depression as defined in DSM-5 and ICD-10 [19]. Data from
clinica interviews, using systems such as Distress Anaysis
Interview Corpus-Wizard of Oz (DAICWOZ [20]) [21], has
also been collected. Data from DAIC-WOZ includes videos,
speeches, and text transcriptions of the participants, who could
be either distressed or non-distressed. In recent years,
researchers have also focused on depression detection using
text messages from socia media platforms, such as Twitter,
Facebook, Reddit, and WeChat [22] in the hope that socid
media texts can help detect depression even when the
individua is unaware of their depression or isin denid.

The magjority of research studies on depression
detection using social media messages usually follow either a
textual -based featuring approach or a person descriptive-based
featuring approach. Textua based featuring focuses on the
linguistic features of the social media text, such as words,
POS, n-gram, and other linguistic characteristics [23]. In
contrast, the descriptive-based featuring approach focuses on
descriptions of the subject, such as age, gender, employment
status, income, consumption of drugs or alcohol, smoking, and
other details of the subject or patient [24]. These features are
then input into the detection models. Most modes for
depression detection have been developed using ML
classifiers, such as the Support Vector Machine (SVM),
Multilayer Perceptron (MLP), Logistic Regression (LR),
Decision Tree (DT), Naive Bayes (NB), Maximum Entropy
(ME), K-Nearest Neighbours (KNN), Adaptive Boosting
(AB), Random Forest (RF), Gradient Boosting (GB), Bagging
Predictors (BP), and other single and ensemble models. Deep
learning methods, such as the Long Short-Term Memory
(LSTM) and Convolutional Neural Network (CNN) [25], have
also been used. Additionally, several studies have constructed
custom detectors.

In research on depression detection using socia
media texts, custom datasets are frequently created but not
made publicly available. In contrast, in this study, we utilise
five publicly available datasets. These include two binary-
class Twitter datasets that are used for both training and
testing, and three single-class datasets from Facebook, Reddit
and an electronic diary for further testing. While our goal is a
generalised approach for depression detection in socia media
texts, the datasets include only text messages and exclude any
emoticons, emajis, pictures, videos and web links that are
commonly part of social media messages. Additionally, we
address the issue of overfitting that generally arises when
collecting depression data from sociad media messages. A
model might perform poorly on datasets it was not trained on
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due to overfitting. We aso focus our efforts on overcoming
the problem of imbal anced data samples, which can negatively
impact the performance of classifier models.

I11. PROPOSED WORK

We initially Socia media anaysis has shown
promising results for public health assessment and monitoring.
In this research, we explore the task of automatically
analyzing social media textual data using Natural Language
Processing (NLP) and Machine Learning (ML) techniques to
detect signs of depression, a mental health disorder that needs
attention.

In our proposed models, we use feature engineering
with supervised machine learning algorithms (such as NB,
DT, and KNN). Proposed system contains data collection, pre-

processing, feature extraction, training, evaluation and testing.
Proposed system is represented in figure below:

Darta Collection | l| Prepare the Data \
Lesl Model H Lvaluwate Model R

Figure 3.1: Proposed model.

3.2 Data Collection
Dataset

Combining 10,314 tweets from Sentiment140
Originally has over 1.6 million tweets

For this implementation: 8,000 positive/neutra
tweets & 2,314 depressive tweets.

Labels: 0 (not depressive) and 1(depressive)

Dataset distribution is shown below:
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Figure 3.2: Dataset distributions
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3.3 Data Pre-processing

The raw dataset procured contained tweets with urls,
hashtags, user handles and stopword which are immateria in
classification of depression. Data cleaning is done, removing
the mentioned text from each message in the dataset.
Punctuations, numeric values, and special characters are aso
removed, since they contribute nothing to the classification
task.

3.4 Feature Extraction
It includes:

Statistical Features: Statistical features include the
number of words per tweet, word density, number of
unique words used, number of characters per tweet. For
exploratory reasons, the number of words per tweet is
used for this phase of implementation.

Tf-idf: The term frequency (tf) of a document is the
normalized occurrence of a term within a document, but
most used terms such as "the" and "is' will have high
term frequency with no added value. On the other hand,
the inverse document frequency (idf) measures the value
that the term provides to the document, for that tf-idf
represents the significance of aterm in a document based
on the frequency of its appearance in the current
document and in the other documents in the corpus.

Topic Modeling: Topic modeling is a probabilistic model
for finding hidden semantic structures. It is an
unsupervised method that considers the set of user posts
as an aggregate of latent topics in which a topic is a
distribution of co-occurring terms. Different terms which
convey an associated aspect are grouped together.

Word Embeddings: Finaly, the linguistic features
extracted are exploited using word embeddings. Word
embedding represents a document’s vocabulary using
language modeling and feature learning techniques in
natural language processing (NLP) as a dense vector that
captures the terms’ semantics. Using unsupervised
learning approaches, vocabulary terms are initialized with
fixed-length continuous-valued vectors then trained using
a large corpus of text to caculate distributed
representation of words using vector arithmetic based on
the company it keeps. The resulting word embedding
vectors can be either context-independent such as
Word2vec and GloVe.

3.5 Proposed L earning M odel

Proposed machine learning model is an ensemble
model that combines Naive Bayes, Decision Tree and K-
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Nearest Neighbor method to provide fina prediction by
majority voting.

Figure 3.5: Proposed model.
IV.RESULTSWORK
We began Steps of proposed model:

1. Import the required libraries.
2. Distribute the dataset into depressive and non-depressive.

o o "sbsamasom imtestngps” il o e "ot g e

Figure 4.2: Depressive and znon-Depressive.

3. Clean the dataset.

a removetheurls.

b. remove the hashtag.

C. remove emojis.

d. convert to lowercase.

e. apply stemming to the tokens.
3. Finally get a cleaned dataset.
4. Create aWordCloud of depressive data.
5. WordCloud of non-depressive data.
6. Create the model using all basic classifierslike Naive Bayes
= ‘NB’, Decision Tree = 'DTree’, Random Forest = ‘RF’, K
Nearest Neighbours = ‘KNN’, SVM = 'SVM'’ Kernal SVM =
'KSVM'.

In the table below, the results are anayzed for the

existing method and proposed method. The results are
analyzed by calculating accuracy of the model.
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Random Forest 91.77
CNN with hybrid Model 97.04
Proposed M ethod 97.89

It is observed that proposed classifier achieved best
accuracy due to the past tweet behavior features for which
string patterns are created.

V. CONCLUSION

In this thesis, we proposed an algorithm to identify
which Twitter accounts belong to bots and which Twitter
accounts belong to humans. To do this, we aso need to
prepare a dataset that better represents the bot population on
Twitter - incorporating bots from each of the three tiers. The
two main contributions from this thesis are:

The first contribution is the bot/human classification
algorithm was devel oped.

The second contribution from this thesis is the
analysis and rationale for the features we use.
Extending this point, we aso contribute some
possible features like string generation from tweets
and retweet as well as reply of tweets, that we
suspect will increase accuracy and better handle the
bot population as awhole.

All things considered, our algorithm’s performance
meets the expectations we had at the set out of this
thesis.
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