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Abstract- Early diagnosis of plant diseases carried out by 

professionals in laboratory trials is usually not suitable for 

quick and affordable performance. Using deep learning, leaf 

images are used as information input. Training deep learning 

models need large, hard-to-come datasets to perform the task 

to reach optimal results. In this study, the Plant Village 

dataset was used totaling 2700 training data and 300 

validation data. Data were trained using 100 epoch iterations 

operating the transfer learning process with the VGG16 and 

InceptionV3 models. Founded on testing using 150 IVEGRI 

data, the VGG16 model can generalize data reasonably than 

InceptionV3. VGG16 by tuning block-3 using parameters 

4096x2 and Dropout 0.4 shows the best performance with an 

average score of 1 precision, an average recall of 1, an 

average f1- score of 1, and 100 % accuracy. Then, with the 

same parameters, the Inception-v3 model with tuning in the 

mixed6 inception module shows the best performance with an 

average score of 0.93 precision, an average recall of 0.92, an 

average f1-score of 0.92, and an average accuracy of 92%. 
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I. INTRODUCTION 

 

 Agriculture is just not helpful for human feeding or 

earning it is much more like energy and global warming. Leaf 

disease has been affecting many aspects in the field of 

agriculture mainly they are production, quality and quantity. 

India is a country which is dependent on agriculture. Leaf 

disease detection can be helpful for the farmers. Research 

works in smart computing surrounding to identify the disease 

using the pictures of leaves. Several problems are to be 

identified which are given as follows. Detecting the diseased 

leaf, to measure area affected by the disease, identifying the 

boundary of affected area by disease, finding out the colour of 

the affected area and what exactly causes the disease i.e., by 

insects, rust, nematodes etc., Diseases on the leaves are mainly 

viral, bacterial, fungal. Plant disease is one of the important 

factors which causes significant reduction in the quality and 

quantity of plant production. Detection and classification of 

plant diseases are important task to increase plant productivity 

and economic growth. Detection and classification are one of 

the interesting topics and much more discussed in engineering 

and IT fields. Identification of the plant diseases is the key to 

preventing the losses in the yield and quantity of the 

agricultural product. The studies of the plant diseases mean 

the studies of visually observable patterns seen on the plant. 

 

Health monitoring and disease detection on plant is very 

critical for sustainable agriculture. 

 

The classification of plant diseases is a very 

important job for producers or farmers. By using deep learning 

for image- based leaf disease classification, plant diseases can 

be detected accurately and at an affordable cost, because to 

classify using experts may be very expensive. Classification 

using vision technology has been widely used to increase 

accuracy and reduce work costs. The Convolutional Neural 

Network method is proposed by many researchers to classify 

data in the form of images with large data input. Examples of 

CNN models that are widely used by researchers today are 

AlexNet [4], VGGNet [5], GoogleNet [6], Inceptionv3 [7], 

ResNet [8], and DenseNet[9] followed. All of these CNN 

algorithms are the result of the ImageNet Large Scale Visual 

Recognition Challange (ILSVRC) competition which annually 

creates and searches for new algorithms for object detection 

and classification in recognizing ImageNet objects containing 

1000 classes [10]. 

 

II. RELATED WORK 

 

Research related to the classification of plant diseases 

had been carried out by several previous studies. Rakhmawati 

et al [1] used 300 training images and 90 test images 

consisting of 3 classes of potato leaves using GLCM and 

Color Moment for feature and color extraction and then SVM 

classifier. The results of this analysis get an accuracy of up to 

80%. Also, in the study, it was concluded that the pattern of 

diseased leaves greatly influenced identification. Thus, the 
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choice of non-disease or healthy leaves should be more 

selective with no spots at all. Then other study related to plant 

diseases was discussed by Arya [14]. 

 

This study uses 2 architectures, namely CNN with 3 

layers of feature learning and 2 layer classification and the 

AlexNet model with transfer learning. The dataset used in this 

study is from the PlantVillage website and is taken in real-

time from the GBPUAT plantation. The total data amounted to 

4004 consisting of 4 classes, 2 classes of mango plants, and 2 

classes of potato plants. 80:20, 3523 random splits were 

performed for training data and validation, while 481 was for 

testing. The results of the study obtained an accuracy of 

90.85% for CNN and 98.33% for AlexNet. Research on grape 

leaves using trans- fer learning was conducted by Gangwar et 

al [15] using the 

 

 
Fig. 1.Block diagram of proposed potato leaf disease 

classification system research. 

 

 
Fig. 2. Differences in traditional learning and transfer  

InceptionV3 model with SVM classifier, logistic regression, 

and neural network. This study uses a PlantVillage dataset 

totaling 4062 consisting of 4 classes where the training data is 

3209 and the test data is 853. The best classification results for 

InceptionV3 with logistic regression classifier achieve an 

accuracy of 99.4%. Agarawal, M. et al [16] conducted a study 

on potato leaves with a PlantVillage dataset of 3000 datasets 

using the caviar approach [17] to train the model. that. The 

training accuracy was 99.47% and testing accuracy was 98% 

using the CNN architecture using four layers with 32, 16, and 

8 filters in each layer against 150 test data 

 

III. THE PROPOSED WORK 

 

In this study, there are several stages to identify 

potato leaf disease. Figure 1 shows the general stages in this 

study to classify potato leaf disease. At the training stage, the 

transfer learning method uses the pre-trained VGG16 and 

Inceptionv3 models found in the hard repository. Both models 

have previously been trained using the ImageNet large dataset, 

where previously trained models on the ImageNet large 

dataset can help solve computational problems and relatively 

few datasets at the training stage [18]. 

 

A. Data Preprocessing 

 

In the training and testing stages, the image input size 

must be the same as the input size applied to the model. In this 

study, the image is resized to 224x224. Then scale the pixel 

value (between 0 and 255) to the interval [0, 1], this operation 

is because neural networks prefer to handle small input values 

[18]. 

 

B. Data Augmentation 

 

To generalize the data, data augmentation is applied 

during the training process. Data augmentation is an operation 

toprevent overfitting by generating more training data. The 

goal is that the model will not see the same image twice and 

be able to adapt to real- world problems. This operation is 

performed using Keras with the ImageDataGenerator function 

by apply- ing a transformation operation consisting of rotation, 

width and height shifting, zoom, and horizontal flip. 

Augmentation was performed on training data and not 

performed on data validation [18]. 

 

IV. TRANSFER LEARNING 

 

Transfer learning is a learning technique method 

using pre- trained neural networks by taking part in a model 

that has been trained to be reused in recognizing new models 

[12]. As shown in Figure 2, there is a source task and a target 
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task, the knowledge gained from the source task model 

training process is transferred to handle the target task, in this 

case, the trained weight model from a large dataset of 

ImageNet images is transferred to recognize potato leaf 

disease. 

 

A. Transfer learning vgg16 

 

VGG16 was developed by the Visual Geometry 

Group at the University of Oxford [5]. This model won the 

ILSVRC contest as the second winner in image classification 

and the winner of image localization in 2014 in recognizing 

1000 ImageNet object classes. VGG16 is designed to reduce 

the large kernel size on AlexNet 1x1 and 5x5 which is 

replaced by several 3x3 kernels with 1 stride which is useful 

for extracting complex features with low computation. 

VGG16 has 5 convolutional blocks consisting of 2 to 3 

convolutional layers with ReLu activation. At the end of each 

block, MaxPooling 2x2 with 2 strides is used. Further 

descriptions of the VGG16 architecture have been described in 

the literature [5]. In this study, the pre- trained VGG16 

convolutional base was maintained, then after the 5th block 

convolution layer, Global Average Pooling was 

 

 
 

 
Fig. 3. Transfer learning architecture of VGG16. 

 

used. The top layer in this study was modified using three ful 

connected layers with dropouts. where the last fully connect 

layer uses the softmax classifier. Figure 4 shows the VGG 

architectural model proposed in this study. 

B. Transfer Learning InceptionV3 

 

The Inception-v3 model is the development of t 

GoogleNet or Inception-v1 model developed in research [ 

which won the ImageNet Large Scale Visual Recogniti 

Challenge (ILSVRC) contest in the image classification cat 

gory in 2014. Then it was refined by adding batch normaliza- 

tion (BN) called Inception-v2 model. With the development of 

additional factorization ideas for convolutional operations, this 

architecture is named after the Inception-v3 model which won 

the first runner-up in the ISLVRC contest in 2015 in rec- 

ognizing 1000 ImageNet objects classes. Inception-v3 consists 

of 5 basic convolutional layers (stem) consisting of conv2d0 to 

conv2d4 where each convolutional operation is followed by 

ReLu activation and Batch Normalization. Then followed by 

11 inception modules consisting of mixed0 modules to 

mixed10 modules. The 11 Inceptionv3 module blocks are 

designed with 1x1, 3x3, 1x3, 3x1, 5x5, 1x7, and 7x7 

convolutional kernels. In this study, the Inceptionv3 

convolutional base was maintained, while the upper layer in 

this study was modified consisting of GAP and three dense 

layers where the last dense layer used the softmax classifier. A 

complete description of Inceptionv3 is described in the 

literature [7]. In Figure 5 is the InceptionV3 architectural 

model proposed in this study. 

 

D. Drop Out 

 

Dropout is a regularization technique that can help 

CNN withstand overfitting and also speed up the training 

process [20]. The way it works is to temporarily remove 

hidden layers as well as visible.layers that are randomly 

located in the network and redirect to more trained neurons to 

reduce interdependence learning in each neuron [19]. Figure 6 

below is an example of an Artificial Neural Network before 

and after the dropout process. 

 

Fig. 4. Transfer Learning Architecture of Inception 



IJSART - Volume 8 Issue 6 – JUNE 2022                                                                                         ISSN  [ONLINE]: 2395-1052 
 

Page | 1215                                                                                                                                                                   www.ijsart.com 

 

V3.

 
Fig.5.Drop Out. 

 

D. Performance Measures. 

 

To evaluate the performance of the classification 

model and object recognition in machine learning, deep 

learning, and information retrieval, evaluation based on 

precision, recall, f1- score, and accuracy is used to test the 

model performance of the test dataset test process [21]. 

 

Accuracy is the ratio of correct predictions to the 

overall data. To calculate accuracy, we use Equation 1. 

precision is the part of the object that is predicted to be 

correct, calculated using Equation 2. Recall / Sensitivity is 

used to find out how accurate is the model’s performance to 

classify correctly, or in other words, how many times the 

model misclassifies false negative using Equation 3. The F1-

score is the comparison of the mean precision and recall, in 

other words summarizing the classification performance with 

a single metric representing precision and recall. The F1-score 

is calculated using Equation 

 

.Where TP (True Positive) is positive data that is 

proven true, FP (False Positive) is negative data that is proven 

true, TN (True Negative) is positive data that is not proven 

true, and FN (False Negative) is negative data that is not 

proven right. 

 

V. EXPERIMENTS AND RESULT 

 

In this section, the results obtained are displayed 

based on the method used. The first machine used for train- 

ing has specifications  of a Xeon  processor, 25 GB  RAM, 

 

 
Fig. 6. Equation of f1 score,Precision,Recall 

 

 
Fig. 7. Traing and Validation of Data 

 

Nvidia Tesla P400, and storage of 147 GB from the co- 

lab.research.google.com server [22]. The second machine used 

to test the model has the 7th generation Intel i5 specification, 

12GB RAM, Nvidia GeForce 940MX, and 1 TB HDD mem- 

ory specification. Experiment using Tensorflow and Keras to 

implement the VGG16 and Inceptionv3 pre-trained models. 

 

A. Dataset 

 

This study uses a PlantVillage training dataset 

obtained from research [10]. The image used in this research is 

a potato leaf that has an image resolution of 256x256. The 

training data amounted to 3000 with 3 classes, each class 

consisting of 1000 pictures. Training data is divided into 90:10 

for training data and validation data. While the test data is data 

obtained from the Research Group on Germplasm Breeding 

and Germination, the Indonesian Vegetable Research Institute, 

totaling 150 data taken using a Nikon D3200 DSLR camera 

and smartphone from various angles and using white 

cardboard as a background. The amount of data in this study is 

shown in Table 1 and Table 2. 
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Fig.8.Testing Data 

 

B. Experimental parameters 

 

The top layer of the VGG16 and InceptionV3 models 

in this study was carried out by tuning trial and error on the 

parameters to obtain the best performance for training the 

data. The tuning performed on the VGG16 model is replacing 

Flatten with Global Average Pooling to produce one feature 

map for each output. Whereas in the InceptionV3 model, 

which originally had one FC layer, in this study tuning was 

carried out by adding one FC layer to the top layer so that the 

performance of the two models based on MLP on the same top 

layer could be compared. 

 

After using GAP, two FC layers followed with 

dropouts. The use of GAP aims to reduce prone overfitting 

when using a fully connected layer and summarize spatial 

information to speed up the training process [23]. The fully 

connected layer is useful for getting a feature map then using 

it to classify images into the appropriate labels. The FC layer 

has a function to represent image features into appropriate 

labels, therefore this study also looks for the performance of 

the number of nodes/neurons in the upper layer. On the other 

hand, the FC layer tends to experience overfitting especially 

when large neural networks are trained on relatively few 

datasets [24]. Because of that, after the dense layer, a dropout 

parameter is used. This research applies dropout parameter 

tuning in both models starting from not applying it at all then 

applying dropout 0.2, 0.3, 0.4, and 0.5.Fine-tuning of the 

model is done by experimenting with different numbers of 

neurons and dropouts. Each network is tuned backward. In 

VGG16, the first tuned block is the 5th block, then the 

backward tuning until the entire network is the 1st block. 

Whereas the InceptionV3 model has 11 inception model 

blocks, backward tuning is performed starting from the 

mixed10 inception module then backward tuning to the entire 

basic convolutional network. This adjustment is done to find 

at what layer the model gets the best performance or 

converges faster (training accuracy And validation are not 

corrugated). 

 

 

 
Fig. 9. Training and validation Accuracy of VGG16. 

 

 
Fig. 10. Training and validation loss of VGG16. 
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VI. CONCLUSION 

 

In this study, it was successful in implementing Deep 

Learning using the Transfer Learning method with the pre- 

trained VGG16 and InceptionV3 models for the classification 

of plant leaf disease. The training process is carried out using 

the same top layer MLP. In the VGG16 model, fine- tuning 

the last two blocks can provide good performance because of 

the association that sublayer features have common features 

such as edge features that can be used for all types of datasets. 

Whereas the top layer feature has more specific features, it 

means the bottom layer can be frozen or not retrained. In deep 

models such as InceptionV3, retraining the entire network 

results in reduced performance, because the deeper the 

architecture gets, the more parameters to be trained increase 

and the potential for overfitting increases. It is concluded in 

this study that the VGG16 model can generalize data better 

than InceptionV3. Obtained the highest accuracy in both 

models using the parameters Size of FC 4096x2 and Dropout 

0.4 on the top layer where VGG16 got 100% accuracy and 

InceptionV3 92%. The use of Size of FC 4096x2 makes the 

representation of image features more and helps the model to 

recognize more features but requires a lot of memory. As the 

dropout rate increases, the accuracy will increase because it 

reduces the learning interdependence in each neuron. The use 

of a dropout rate of 0.5 gives a decrease in performance 

because too much weight is removed, in this study a trial and 

error experiment was carried out. 

 

In the future, research can be developed by adding 

data on types of vegetable plant diseases. And in its 

implementation, this research is expected to help the 

agricultural industry in maintaining vegetable crops. 

 

 
Fig.11. Training and validation Accuracy of InceptionV3. 

 

 
Fig.12. Training and validation loss of InceptionV3. 

 

and InceptionV3 92%. The use of Size of FC 4096x2 makes 

the representation of image features more and helps the model 

to recognize more features but requires a lot of memory. As 

the dropout rate increases, the accuracy will increase because 

it reduces the learning interdependence in each neuron. The 

use of a dropout rate of 0.5 gives a decrease in performance 

because too much weight is removed, in this study a trial and 

error experiment was carried out. 

 

In the future, research can be developed by adding 

data on types of vegetable plant diseases. And in its 

implementation, this research is expected to help the 

agricultural industry in maintaining vegetable crops. 
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