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Abstract- To avoid fraudulent post for job in the internet, an 

automated tool using machine learning based classification 

techniques is proposed. Different classifiers are used for 

checking fraudulent post in the web and the results of those 

classifiers are compared for identifying the best employment 

scam detection model. This Project makes an analysis of the 

research related to fake news detection and explores the 

traditional machine learning models to choose the best, in 

order to create a model of a product with supervised machine 

learning algorithm, that can classify fake news as true or 

false, by using tools like python scikit-learn, NLP for textual 

analysis. Finally, we discuss how such statistical models of 

graphs can be combined with text-based information 

extraction methods for automatically constructing knowledge 

graphs from the Web. To this end, we also discuss Google's 

knowledge vault project as an example of such combination. 

 

I. INTRODUCTION 

 

 Employment scam is one of the serious issues in 

recent times addressed in the domain of Online Recruitment 

Frauds (ORF) . In recent days, many companies prefer to post 

their vacancies online so that these can be accessed easily and 

timely by the job-seekers. However, this intention may be one 

type of scam by the fraud people because they offer 

employment to job-seekers in terms of taking money from 

them. Fraudulent job advertisements can be posted against a 

reputed company for violating their credibility. These 

fraudulent job post detection draws a good attention for 

obtaining an automated tool for identifying fake jobs and 

reporting them to people for avoiding application for such 

jobs. For this purpose, machine learning approach is applied 

which employs several classification algorithms for 

recognizing fake posts. In this case, a classification tool 

isolates fake job posts from a larger set of job advertisements 

and alerts the user. To address the problem of identifying 

scams on job posting, supervised learning algorithm as 

classification techniques are considered initially. A classifier 

maps input variable to target classes by considering training 

data. 

 

Classifiers addressed in the Project for identifying 

fake job posts from the others are described briefly. These 

classifiers based prediction may be broadly categorized into –

Single Classifier based Prediction and Ensemble Classifiers 

based Prediction. And real Job Recommendation system 

 

1.1 PROBLEM DEFINITION 

 

This project aims to create a classifier that will have 

the capability to identify fake and real jobs. The final result is 

evaluated based on two different models. Since the data 

provided has numeric and features, one model will be used on 

the text data and another on numeric data. The final output 

will be a combination of the two. The final model will take in 

any relevant job posting data and produce a final result 

determining whether the job is real or not. And Real Job 

Recommendation  

 

II. PROPOSED SYSTEM 

  

Input variable to target classes by considering 

training data. Classifiers addressed in the Project for 

identifying fake job posts from the others are described 

briefly. These classifiers based prediction may be broadly 

categorized into –Single Classifier based Prediction and 

Ensemble Classifiers based Prediction and real Job 

Recommendation system.In this Project, we are using Random 

Forest classifier with Machine Learning. 

 

 
 

III. EXISTING SYSTEM 

 

Previous model and the methodologies, to create the 

ORF detection model where we have used our own dataset. 

We have created our dataset based on the job field and by 
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using a publicly accessible dataset as a reference. Further 

more, Logistic Regression, AdaBoost detecting fraudulent  

 

IV. FEATURE SELECTION 

 

 Feature selection is the process of reducing the number of 

input variables when developing a predictive model. 

 It is desirable to reduce the number of input variables to 

both reduce the computational cost of modeling and, in 

some cases, to improve the performance of the model. 

 Statistical-based feature selection methods involve 

evaluating the relationship between each input variable 

and the target variable using statistics and selecting those 

input variables that have the strongest relationship with 

the target variable. These methods can be fast and 

effective, although the choice of statistical measures 

depends on the data type of both the input and output 

variables. 

 As such, it can be challenging for a machine learning 

practitioner to select an appropriate statistical measure for 

a dataset when performing filter-based feature selection.  

 

V. CONCLUSIONS 

 

Employment scam detection will guide job-seekers to 

get only legitimate offers from companies. For tackling 

employment scam detection, several machine learning 

algorithms are proposed as countermeasures in this paper. 

Supervised mechanism is used to exemplify the use of several 

classifiers for employment scam detection. Experimental 

results indicate that Random Forest classifier outperforms over 

its peer classification tool.The proposed approach achieved 

accuracy 97.27% accurate. Based on the obtained results we 

recommended Real Job for different level of Domain. 

 

The results show that the system algorithm has fast 

convergence speed and high accuracy and coverage. It can 

recommend products that meet the needs and interests of users 

and promote higher click-through rate and purchase rate. 

Therefore, in the following research work, we should take 

improving user satisfaction as the main goal. In addition, 

during the trial operation, the user survey should be carried out 

many times to make the data more representative. We also 

need to analyze the reasons for the lack of customer 

satisfaction in detail and get specific feedback from users. 

 

The debate on fake job detection has been a 

challenging one due to the complex and dynamic nature of 

fake job. In this paper, we did an overview of fake job 

detection models taking into cognizance the various types of 

fake details. It is a reality that fake job has caused enormous 

damage hence detecting them become imperative. We 

recommend that fake job can be verified based on source, 

author or publishers and experts can be able to distinguish 

between those genuine sources and fake sources. We can add 

it on cloud computing for future purpose 
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