
IJSART - Volume 8 Issue 6 – JUNE 2022                                                                                         ISSN  [ONLINE]: 2395-1052 
 

Page | 1133                                                                                                                                                                   www.ijsart.com 

 

Identifying Software Bugs Using Supervised Machine 

Learning 

 

Lavanya.S1, Mrs.K M.Saikiruthika2 
1Dept of Computer Science and Engineering 

2Assistant Professor, Dept of Computer Science and Engineering 
1, 2 GKM College of Engineering and Technology, Chennai, India 

 

Abstract- A software bug is an error, flaw or fault in a 

computer program or system that causes it to produce an 

incorrect or unexpected result, or to behave in unintended 

ways. Most bugs arise from mistakes and errors made in 

either a program's design or its source code, or in components 

and operating systems used by such programs. A few are 

caused by compilers producing incorrect code. A program 

that contains many bugs, and/or bugs that seriously interfere 

with its functionality, is said to be buggy. Bugs usually appear 

when the programmer makes a logic error. The analysis of 

dataset by supervised machine learning technique (SMLT) to 

capture several information’s like, variable identification, uni-

variate analysis, bi-variate and multi-variate analysis, missing 

value treatments and analyze the data validation, data 

cleaning/preparing and data visualization will be done on the 

entire given dataset. To propose a machine learning-based 

method to classify the software bug or not by best accuracy 

from comparing supervised classification machine learning 

algorithms. 

 

I. INTRODUCTION 

 

 This template, modified in MS Word 2007 and saved 

as a “Word 97-2003 Document” for the PC, provides authors 

with most of the formatting specifications needed for 

preparing electronic versions of their papers. All standard 

paper components have been specified for three reasons: (1) 

ease of use when formatting individual papers, (2) automatic 

compliance to electronic requirements that facilitate the 

concurrent or later production of electronic products, and (3) 

conformity of style throughout conference proceedings. 

Margins, column widths, line spacing, and type styles are 

built-in; examples of the type styles are provided throughout 

this document and are identified in italic type, within 

parentheses, following the example. Some components, such 

as multi-leveled equations, graphics, and tables are not 

prescribed, although the various table text styles are provided. 

The formatter will need to create these components, 

incorporating the applicable criteria that follow. 

 

DATA SCIENCE 

Data science is an interdisciplinary field that uses 

scientific methods, processes, algorithms and systems to 

extract knowledge and insights from structured and 

unstructured data, and apply knowledge and actionable 

insights from data across a broad range of application 

domains. 

 

The term "data science" has been traced back to 

1974, when Peter Naur proposed it as an alternative name for 

computer science. In 1996, the International Federation of  
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Classification Societies became the first conference 

to specifically feature data science as a topic. However, the 

definition was still in flux. 

 

The term “data science” was first coined in 2008 

by D.J. Patil, and Jeff Hammerbacher, the pioneer leads of 

data and analytics efforts at LinkedIn and Facebook. In less 

than a decade, it has become one of the hottest and most 

trending professions in the market. 

 

Data science is the field of study that combines 

domain expertise, programming skills, and knowledge of 

mathematics and statistics to extract meaningful insights from 

data. 

 

Data science can be defined as a blend of 

mathematics, business acumen, tools, algorithms and machine 

learning techniques, all of which help us in finding out the 

hidden insights or patterns from raw data which can be of 

major use in the formation of big business 

decisions.specifically feature data science as a topic. However, 

the definition was still in flux. 

 

The term “data science” was first coined in 2008 by 

 

D.J. Patil, and Jeff Hammerbacher, the pioneer leads 

of data and analytics efforts at LinkedIn and Facebook. In less 

than a decade, it has become one of the hottest and most 

trending professions in the market. 
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Data science can be defined as a blend of 

mathematics, business acumen, tools, algorithms, and machine 

learning techniques, all of which help us in finding out the 

hidden insights or patterns from raw data which can be of 

major use in the formation of big business decisions. 

 

DATA SCIENTIST 

 

Data scientists examine which questions need 

answering and where to find the related data. They have 

business acumen and analytical skills as well as the ability to 

mine, clean, and present data. Businesses use data scientists to 

source, manage, and analyze large amounts of unstructured 

data. 

 

Required Skills for a Data Scientist: 

 

Programming: 

 

  Python, SQL, Scala, Java, R, MATLAB. 

 Machine Learning: Natural Language Processing, 

Classification, Clustering. 

 Data Visualization: Tableau, SAS, D3.js, Python, Java, R 

libraries. 

 Big data platforms: MongoDB, Oracle, Microsoft Azure, 

Cloudera. 

 

ARTIFICIAL INTELLIGENCE: 

 

Artificial intelligence (AI) refers to the simulation of 

human intelligence in machines that are programmed to think 

like humans and mimic their actions. The term may also be 

applied to any machine that exhibits traits associated with a 

human mind such as learning and problem-solving. 

 

Artificial intelligence (AI) 

is intelligence demonstrated by machines, as opposed to 

the natural intelligence displayed by humans or animals. 

Leading AI textbooks define the field as the study of 

"intelligent agents" any system that perceives its environment 

and takes actions that maximize its chance of achieving its 

goals. Some popular accounts use the term "artificial 

intelligence" to describe machines that mimic "cognitive" 

functions that humans associate with the human mind, such as 

"learning" and "problem solving", however this definition is 

rejected by major AI researchers. 

 

Artificial intelligence is the simulation of human 

intelligence processes by machines, especially computer 

systems. Specific applications of AI include expert systems, 

natural language processing, speech recognition and machine 

vision. 

AI applications include advanced web 

search engines, recommendation systems (used 

by YouTube, Amazon and Netflix), Understanding human 

speech (such as Siri or Alexa), self-driving cars (e.g. Tesla), 

and competing at the highest level in strategic game systems 

(such as chess and Go), As machines become increasingly 

capable, tasks considered to require "intelligence" are often 

removed from the definition of AI, a phenomenon known as 

the AI effect. For instance, optical character recognition is 

frequently excluded from things considered to be AI, having 

become a routine technology. 

 

Artificial intelligence was founded as an academic 

discipline in 1956, and in the years since has experienced 

several waves of optimism, followed by disappointment and 

the loss of funding  (known as an "AI winter"), followed by 

new approaches, success and renewed funding. AI research 

has tried and discarded many different approaches during its 

lifetime, including simulating the brain, modeling human 

problem solving, formal logic, large databases of knowledge 

and imitating animal behavior. In the first decades of the 21st 

century, highly mathematical statistical machine learning has 

dominated the field, and this technique has proved highly 

successful, helping to solve many challenging problems 

throughout industry and academia. 

 

The various sub-fields of AI research are centered 

around particular goals and the use of particular tools. The 

traditional goals of AI research include reasoning, knowledge 

representation, planning, learning, natural language 

processing, perception and the ability to move and manipulate 

objects. General intelligence  (the ability to solve an arbitrary 

problem) is among the field's long-term goals. To solve these 

problems, AI researchers use versions of search and 

mathematical optimization, formal logic, artificial neural 

networks, and methods based 

on statistics, probability and economics. AI also draws 

upon computer science, psychology, linguistics, philosophy, 

and many other fields. 

 

The field was founded on the assumption that human 

intelligence "can be so precisely described that a machine can 

be made to simulate it". This raises philosophical arguments 

about the mind and the ethics of creating artificial beings 

endowed with human-like intelligence. These issues have been 

exploredby myth, fiction and philosophy since antiquity. Scien

ce fiction and  futurology have also suggested that, with its 

enormous potential and power, AI may become an existential 

risk to humanity. 

 

As the hype around AI has accelerated, vendors have 

been scrambling to promote how their products and services 

https://en.wikipedia.org/wiki/Intelligence
https://en.wikipedia.org/wiki/Machine
https://en.wikipedia.org/wiki/Human_intelligence
https://en.wikipedia.org/wiki/Animal_cognition
https://en.wikipedia.org/wiki/Intelligent_agent
https://en.wikipedia.org/wiki/Human_mind
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use AI. Often what they refer to as AI is simply one 

component of AI, such as machine learning. AI requires a 

foundation of specialized hardware and software for writing 

and training machine learning algorithms. No one 

programming language is synonymous with AI, but a few, 

including Python, R and Java, are popular. 

 

In general, AI systems work by ingesting large 

amounts of labeled training data, analyzing the data for 

correlations and patterns, and using these patterns to make 

predictions about future states. In this way, a chatbot that is 

fed examples of text chats can learn to produce life like 

exchanges with people, or an image recognition tool can learn 

to identify and describe objects in images by reviewing 

millions of examples. 

 

AI programming focuses on three cognitive skills: 

learning, reasoning and self-correction. 

 

Learning processes. This aspect of AI programming focuses 

on acquiring data and creating rules for how to turn the data 

into actionable information. The rules, which are 

called algorithms, provide computing devices with step-by-

step instructions for how to complete a specific task. 

 

Reasoning processes. This aspect of AI programming focuses 

on choosing the right algorithm to reach a desired outcome. 

Self-correction processes. This aspect of AI programming is 

designed to continually fine-tune algorithms and ensure they 

provide the most accurate results possible. 

 

AI is important because it can give enterprises 

insights into their operations that they may not have been 

aware of previously and because, in some cases, AI can 

perform tasks better than humans. Particularly when it comes 

to repetitive, detail-oriented tasks like analyzing large 

numbers of legal documents to ensure relevant fields are filled 

in properly, AI tools often complete jobs quickly and with 

relatively few errors. 

 

Artificial neural networks and deep learning artificial 

intelligence technologies are quickly evolving, primarily 

because AI processes large amounts of data much faster and 

makes predictions more accurately than humanly possible. 

 

II. NATURAL LANGUAGE PROCESSING (NLP) 

 

Natural language processing (NLP) allows machines 

to read and understand human language. A sufficiently 

powerful natural language processing system would 

enable natural-language user interfaces and the acquisition of 

knowledge directly fromhuman-written sources, such as 

newswire texts. Some straightforward applications of natural 

language processing include information retrieval, text 

mining, question answering and machine translation. Many 

current approaches use word co-occurrence frequencies to 

construct syntactic representations of text. "Keyword spotting" 

strategies for search are popular and scalable but dumb; a 

search query for "dog" might only match documents with the 

literal word "dog" and miss a document with the word 

"poodle". "Lexical affinity" strategies use the occurrence of 

words such as "accident" to assess the sentiment of a 

document. Modern statistical NLP approaches can combine all 

these strategies as well as others, and often achieve acceptable 

accuracy at the page or paragraph level. Beyond semantic 

NLP, the ultimate goal of "narrative" NLP is to embody a full 

understanding of commonsense reasoning. By 

2019, transformer-based deep learning architectures could 

generate coherent tex 

 

III. MACHINE LEARNING 

 

Machine learning is to predict the future from past 

data. Machine learning (ML) is a type of artificial intelligence 

(AI) that provides computers with the ability to learn without 

being explicitly programmed. Machine learning focuses on the 

development of Computer Programs that can change when 

exposed to new data and the basics of Machine Learning, 

implementation of a simple machine learning algorithm using 

python. Process of training and prediction involves use of 

specialized algorithms. It feed the training data to an 

algorithm, and the algorithm uses this training data to give 

predictions on a new test data. Machine learning can be 

roughly separated in to three categories. There are supervised 

learning, unsupervised learning and reinforcement learning. 

Supervised learning program is both given the input data and 

the corresponding  labeling to learn data has to be labeled by a 

human being beforehand. Unsupervised learning is no labels. 

It provided to the learning algorithm. This algorithm has to 

figure out the clustering of the input data. Finally, 

Reinforcement learning dynamically interacts with its 

environment and it receives positive or negative feedback to 

improve its performance. 

 

Data scientists use many different kinds of machine 

learning algorithms to discover patterns in python that lead to 

actionable insights. At a high level, these different algorithms 

can be classified into two groups based on the way they 

“learn” about data to make predictions: supervised and 

unsupervised learning. Classification is the process of 

predicting the class of given data points. Classes are 

sometimes called as targets/ labels or categories. Classification 

predictive modeling is the task of approximating a mapping 

function from input variables(X) to discrete output 

https://en.wikipedia.org/wiki/Natural_language_processing
https://en.wikipedia.org/wiki/Natural-language_understanding
https://en.wikipedia.org/wiki/Natural-language_user_interface
https://en.wikipedia.org/wiki/Information_retrieval
https://en.wikipedia.org/wiki/Text_mining
https://en.wikipedia.org/wiki/Text_mining
https://en.wikipedia.org/wiki/Question_answering
https://en.wikipedia.org/wiki/Machine_translation
https://en.wikipedia.org/wiki/Sentiment_analysis
https://en.wikipedia.org/wiki/Transformer_(machine_learning_model)
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variables(y). In machine learning and statistics, classification 

is a supervised learning approach in which the computer 

program learns from the data input given to it and then uses 

this learning to classify new observation. This data set may 

simply be bi-class (like identifying whether the person is male 

or female or that the mail is spam or non-spam) or it may be 

multi-class too. Some examples of classification problems are: 

speech recognition, handwriting recognition, bio metric 

identification, document classification etc. 

 

 
 

Learninguses supervised learning. 

Supervisedlearning is where have input variables (X) and an 

output variable (y) and use an algorithm to learn the mapping 

function from the input to the output is y = f(X). The goal is to 

approximate the mapping function so well that when you have 

new input data (X) that you can predict the output variables 

(y) for that data. Techniques of Supervised Machine Learning 

algorithms include logistic regression, multi-class 

classification, Decision Trees and support vector machines etc. 

Supervised learning requires that the data used to train the 

algorithm is already labeled with correct answers. Supervised 

learning problems can be further grouped into Classification 

problems. This problem has as goal the construction of a 

succinct model that can predict the value of the dependent 

attribute from the attribute variables. The difference between 

the two tasks is the fact that the dependent attribute is 

numerical for categorical for classification. A classification 

model attempts to draw some conclusion from observed 

values. Given one or more inputs a classification model will 

try to predict the value of one or more outcomes. A 

classification problem is when the output variable is a 

category, such as “red” or “blue”. 

 

IV. MODULE DESCRIPTION 

 

Data Pre-processing 

 

Validation techniques in machine learning are used to 

get the error rate of the Machine Learning (ML) model, which 

can be considered as close to the true error rate of the dataset. 

If the data volume is large enough to berepresentative of the 

population, you may not need the validation techniques. 

However, in real-world scenarios, to work with samples of 

data that may not be a true representative of the population of 

given dataset. Tofinding the missing value, duplicate value 

and description of data type whether it is float variable or 

integer. The sample of data used to provide an unbiased 

evaluation of a model fit on the training dataset while tuning 

model hyper parameters. 

 

The evaluation becomes more biased as skill on the 

validation dataset is incorporated into the model configuration. 

The validation set is used to evaluate a given model, but this is 

for frequent evaluation. It as machine learning engineers use 

this data to fine-tune the model hyper parameters.  Data 

collection, data analysis, and the process of addressing data 

content, quality, and structure can add up to a time-consuming 

to-do list. During the process of data identification, it helps to 

understand your data and its properties; this knowledge will 

help you choose which algorithm to use to build your model. 

 

A number of different data cleaning tasks using 

Python’s Pandas library and specifically, it focus on probably 

the biggest data cleaning task, missing values and it able 

to more quickly clean data. It wants to spend less time 

cleaning data, and more time exploring and modeling. 

 

Some of these sources are just simple random 

mistakes. Other times, there can be a deeper reason why data 

is missing. It’s important to understand these different types of 

missing data from a statistics point of view. The type of 

missing data will influence how to deal with filling in the 

missing values and to detect missing values, and do some 

basic imputation and detailed statistical approach for dealing 

with missing data. Before, joint into code, it’s important to 

understand the sources of missing data. Here are some typical 

reasons why data is missing: 

 

 User forgot to fill in a field. 

 Data was lost while transferring manually from a 

legacy database. 

 There was a programming error. 

 Users chose not to fill out a field tied to their beliefs 

about how the results would be used or interpreted. 

 

Variable identification with Uni-variate, Bi-variate and Multi-

variate analysis: 

 

 import libraries for access and functional purpose and 

read the given dataset 

 General Properties of Analyzing the given dataset 

 Display the given dataset in the form of data frame 

 show columns 

 shape of the data frame 

 To describe the data frame 

 Checking data type and information about dataset 

 Checking for duplicate data 

https://pandas.pydata.org/
https://www.dataoptimal.com/data-cleaning-with-python-2018/
https://en.wikipedia.org/wiki/Missing_data
https://en.wikipedia.org/wiki/Missing_data
https://github.com/matthewbrems/ODSC-missing-data-may-18/blob/master/Analysis%20with%20Missing%20Data.pdf
https://github.com/matthewbrems/ODSC-missing-data-may-18/blob/master/Analysis%20with%20Missing%20Data.pdf
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 Checking Missing values of data frame 

 Checking unique values of data frame 

 Checking count values of data frame 

 Rename and drop the given data frame 

 To specify the type of values 

 To create extra columns 

 

We have to import our data set using Keras preprocessing 

image data generator function. We also create size, rescale, 

range, zoom range, and horizontal flip. Then we import our 

image dataset from the folder through the data generator 

function. Here we set the train, test, and validation. Also, we 

set target size, batch size, and class mode. From this function, 

we have to train using our own created network by adding 

layers of CNN. 

 

Libraries Required: 

 

 TensorFlow: Just to use the tensor board to compare 

the loss and adam curve of our result data or obtained 

log. 

 TensorFlow is a Python library for fast numerical 

computing created and released by Google. It is a 

foundation library that can be used to create Deep 

Learning models directly or by using wrapper 

libraries that simplify the process built on top of 

TensorFlow 

 Keras: To pre-process the image dataset. 

 Keras is based on a minimal structure that provides a 

clean and easy way to create deep learning models 

based on TensorFlow or Theano. Keras is designed to 

quickly define deep learning models. Well, Keras is 

an optimal choice for deep learningapplications. 

 

1. HTML:  

 

HTML stands for Hyper Text Markup Language. It is used to 

design web pages using a markup language. HTML is the 

combination of Hypertext and Markup language. Hypertext 

defines the link between the web pages. A markup language is 

used to define the text document within tag which defines the 

structure of web pages. This language is used to annotate 

(make notes for the computer) text so that a machine can 

understand it and manipulate text accordingly. Most markup 

languages (e.g. HTML) are human-readable. The language 

uses tags to define what manipulation has to be done on the 

text. 

 

2.CSS: 

 

CSS stands for Cascading Style Sheets. It is the 

language for describing the presentation of Web pages, 

including colours, layout, and fonts, thus making our web 

pages presentable to the users.CSS is designed to make style 

sheets for the web. It is independent of HTML and can be used 

with any XML-based markup language. Now let’s try to break 

the acronym: 

 

 Cascading: Falling of Styles 

 Style: Adding designs/Styling our HTML tags 

 Sheets: Writing our style in different documents 

 

V. SYSTEM ARCHITECTURE 

 

 
 

 Entity Relationship Diagram (ERD): 

 

 
 

An entity relationship diagram (ERD), also known as 

an entity relationship model, is a graphical representation of 

an information system that depicts the relationships among 

people, objects, places, concepts or events within that system. 

An ERD is a data modeling technique that can help define 

business processes and be used as the foundation for 

a relational database. Entity relationship diagrams provide a 

visual starting point for database design that can also be used 

to help determine information system requirements throughout 

an organization. After a relational database is rolled out, an 

ERD. still serve as a referral point, should any debugging or 

business process re-engineering be needed later. 

https://searchdatamanagement.techtarget.com/definition/data-modeling
https://searchdatamanagement.techtarget.com/definition/relational-database
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VI. CONCLUSION 

 

The analytical process started from data cleaning and 

processing, missing value, exploratory analysis and finally 

model building and evaluation. The best accuracy on public 

test set is higher accuracy score will be find out. This 

application can help to find the Prediction of Software bugs 
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