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Abstract- In the past few years, the problem of generating 

descriptive sentences automatically for images has gained 

interest in natural language processing and computer vision 

research.  Image captioning, in which the main aim is to 

generate a caption description for an image automatically, 

has attracted a lot of research attention in the field of 

cognitive computing.  The meaningful description generation 

process of high level image semantics requires not only the 

understanding of objects or scene recognition in the image, 

but also the ability to analyze their states, understand the 

relationship among them and generate a semantically and 

syntactically correct sentence.  Image caption generator is a 

popular research area of AI that deals with image 

understanding and a language description for that image.  

Simply it is the process of recognizing the context of an image 

and annotating it with relevant captions using deep learning, 

and computer vision. It includes the labeling of an image with 

English keywords by using the datasets provided during model 

training. 

 

I. INTRODUCTION 

 

 Nowadays, We apply AI in building powerful 

performance and highly intelligent machines and programs.  

Machine learning has a subset called deep learning , it 

provides high accuracy with its results so its performance is 

high through its output. Image description provides the 

process of describing the content from an image. Caption 

generating is an important task that is relevant to both 

computer vision and natural language processing.  Computer 

vision module is for detecting features from objects or 

extracting features of images and NLP module is for 

generating correct syntactic and semantic image captions. 

 

II. OBJECTIVES 

      

By seeing an image human beings can say what is 

happening in the picture and explain the connection between 

the objects in the image.  But for a machine classifying and 

generating the related descriptions for the images is a difficult 

task.  This difficult task is to be done using AI algorithms.  

This captioning model is used for recommendations in editing 

applications, usage in virtual assistants, for image indexing, 

for visually impaired persons, for social media, and several 

other natural language processing applications. 

 

III. LITERATURE REVIEW 

 

A literature review surveys books, scholarly articles, 

and any other sources relevant to a particular issue, area of 

research, or theory, and by so doing, provides a description, 

summary, and critical evaluation of these works in relation to 

the research problem being investigated. 

 

A. NEURAL ATTENTION FOR IMAGE CAPTIONING. 

 

Image captioning is the task of automatically 

generating sentences that describe an input image in the best 

way possible.  Some of the techniques used for generating 

caption used attentive deep learning models.  In this survey 

they provide a review of literature related to attentive deep 

learning models for image captioning.  We aim at finding the 

most successful types of attention mechanisms in deep models 

for image captioning. Soft attention, bottom-up attention, and 

multi-head attention are the types of attention mechanisms 

widely used in state-of-the-art attentive deep learning models 

for image captioning. 

 

B. AUTOMATIC GENERATION ON FOOD IMAGE 

AESTHETIC CAPTIONING. 

      

In this paper, they propose a novel model to generate 

aesthetic captions for food images. This model redefines food 

image aesthetic captioning as a compositional task that 

consists of two separated modules, i.e., a single-aspect 

captioning and an unsupervised text compression. The first 

module is guaranteed to generate the captions and learn 

feature representations of each aesthetic attribute. Then, the 

second module is supposed to study the associations among all 

feature representations and automatically aggregate captions 

of all aesthetic attributes to a final sentence. Experiments on 

the dataset demonstrate the effectiveness of the proposed 

model. 
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C. TOPIC-ORIENTED IMAGE CAPTIONING BASED 

ON ORDER-EMBEDDING. 

 

We present an image captioning framework that 

generates captions under a given topic. The topic candidates 

are extracted from the caption corpus. A given image's topics 

are then selected from these candidates by a CNN-based 

multi-label classifier. The input to the caption generation 

model is an image-topic pair, and the output is a caption of the 

image. For this purpose, a cross-modal embedding method is 

learned for the images, topics, and captions. In the proposed 

framework, the topic, caption, and image are organized in a 

hierarchical structure, which is preserved in the embedding 

space by using the order-embedding method.  

 

D.  NEWS IMAGE CAPTIONING BASED ON TEXT 

SUMMARIZATION USING IMAGE AS QUERY. 

      

News image captioning aims to generate captions or 

descriptions for news images automatically, serving as draft 

captions for creating news image captions manually. News 

image captions contain more detailed information such as 

entity names and events than generic image captions do. 

Detailed information is usually contained in news text but not 

in news images. Generic image captioning does not make full 

use of the accompanying news text to generate image 

captions. This paper proposes a news image captioning 

method based on the attentional encoder-decoder model 

through summarizing the news text according to the query 

image. The multi-modal attentional mechanism is proposed to 

compute the context vector. The proposed model is trained on 

the DailyMail news image captioning corpora which are 

created by collecting images, caption, news texts through 

parsing the html-formatted documents.  

 

E. GENERATING IMAGE CAPTIONS IN ARABIC 

USING ROOT-WORD BASED RECURRENT NEURAL 

NETWORKS AND DEEP NEURAL NETWORKS. 

 

Despite advanced research in English caption 

generation, research on generating Arabic descriptions of an 

image is extremely limited. Semitic languages like Arabic are 

heavily influenced by root-words. We leverage this critical 

dependency of Arabic and in this paper are the first to generate 

captions of an image directly in Arabic using root-word based 

Recurrent Neural Networks and Deep Neural Networks. This 

report the first BLEU score for direct Arabic caption 

generation.  Experimental results confirm that generating 

image captions using root-words directly in Arabic 

significantly outperforms the English-Arabic translated 

captions using state-of-the-art methods. 

 

III. PROPOSED SYSTEM 

      

In this proposed model, we are proposing recognition 

an image and classify image based on the structured  

dimensional Convolutional Neural Networks (CNNs) type of 

VGGNet to classify the image and improve the accuracy of 

workflow. The proposed method for this project is to train a 

Deep Learning algorithm capable of classifying the images 

and data preprocessing  and visualizing the image then feature 

extracting through CNN using given image dataset.  We can 

classify the whole project and the task can be divided into two 

modules: Image based module-which uses CNN for extracting 

features from image and Language based model-which uses 

LSTM for generating sentences.  it  such as Covid-19 or 

Normal this system using CNN model.It is predicted that the 

success of the obtained result’s accuracy and related sentence 

will increase if the CNN and LSTM method is trained by 

adding more training dataset and increases the period of 

training in the system. 

 

IV. SYSTEM ARCHITECTURE 

 

The system architecture gets an image as input to the 

trained deep learning model.  This deep learning model is 

made with the algorithms of cnn-lstm for image captioning 

and a image dataset is used to create a trained model. 

 

 
Figure 4.1: System architecture 

 

V. USE  CASE DIAGRAM 

      

This diagram shows various use cases and different 

types of users that the system has.The main purpose of the 

use-case diagram is to help development teams visualize the 

functional requirements of a system, including the relationship 

of “actors”, who will interact with the system to essential 

processes, as well as the relationships among different use 

cases.   



IJSART - Volume 8 Issue 6 – JUNE 2022                                                                                         ISSN [ONLINE]: 2395-1052 
 

Page | 733                                                                                                                                                                     www.ijsart.com 

 

 
Figure 4.2: Use case diagram 

 

VI. MODULE DESCRIPTION 

 

DATA COLLECTION AND PREPROCESSING: 

     

We have to import our dataset and clean it to create 

an efficient trained model. There are many open source 

datasets available for this problem, like Flickr 8k (containing 

8k images), Flickr 30k (containing 30k images), MS-COCO 

(containing 180k images), etc.Data collection is the process of 

gathering and measuring information on targeted variables in 

an established system, which then enables one to answer 

relevant questions and evaluate outcomes. 

      

Data cleaning is the process of preparing data for 

analysis by removing or modifying data that is incorrect, 

incomplete, irrelevant, duplicated, or improperly formatted. 

But, as we mentioned above, it isn’t as simple as organizing 

some rows or erasing information to make space for new data. 

 

TRAINING THE MODEL: 

      

To train our model the required algorithms for the 

CNN and LSTM should be implemented.  We do training of 

model by increasing the epoch value which may increases the 

efficiency.  We can use the deep CNN architecture to extract 

features from the image which are then fed into the LSTM 

architecture to generate the caption. The feature vector is 

linearly transformed to the LSTM network. This network is 

trained as a language model on our feature vector. 

 

Output Layer: 

      

First this system asks to upload an image for which 

captions should be generated.  Then it will load the image into 

the memory and extract the image details.  It will later enter 

into the LSTM system to produce meaningful relevant 

sentences related to the action in the image. 

 

VII. FUTURE WORK 

      

Generating captions for images is achieved through 

this model.  But for captioning a video frame by frame is a 

challenging and complex task as compared to image 

captioning.  The image captioning model should be developed 

for many languages that can be used for different purposes 

around the world. 

  

VIII. CONCLUSION 

      

We have implemented an image caption generator 

with a trained model of CNN-LSTM. From the generated 

output it shows that the captions are more accurate than the 

captions which are generated by existing systems.  By 

observing the pattern we can say that this system will generate 

more accurate result when trained using larger dataset. 
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