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Abstract- Blind people face various challenges in their daily 
lives. Millions of people suffer from eye damage in one way or 
another. One of the most important nerves that is essential for 
a person to live a normal life is vision. Many people suffer 
from blindness and difficulty in walking around. This 
condition leads to the need for guidance or assistance in all 
the actions of a blind person. Blindness makes normal, 
professional, and social life difficult. Human vision has the 
amazing ability to store billions of images in the brain and to 
visualize images in comparison with previous images. 
Through the use of computerized visual aids, the quality of life 
of blind people can be improved. The RNN (Recurrent Neural 
Networks) algorithm was used to detect object in indoor and 
outdoor mode with high accuracy and processing speed. Input 
video to RNN, the object is found in the indoor environment 
such as person, seat, bench and outdoor area such as car, bus, 
pet, motorcycle etc. This will be done using Tensor Flow 
software and segregation of items as usual and harmful things 
will be done by taking Google site as a reference. Acquired 
image information is provided as voice output using Google 
speech synthesizer for visually impaired people to assist them 
in their movement. The app is easy to use and is integrated 
with speech integration so that the acquired object is 
transmitted to blind people as a voice output. 
 

I. INTRODUCTION 
 
 The ability to move from place to place is a vital part 
of daily life. Humans study the world around them, especially 
in terms of sound and vision. It is a common belief that vision 
plays an important role, but many can have great difficulty in 
seeing the visual information they use, or when they use it. We 
find it easy to navigate in more familiar places without the 
idea of seeing. This can be mainly due to muscle memory. 
This can be done with examples such as going to the bathroom 
from your bedroom at midnight. But only a handful of people 
have experienced wandering in large, unfamiliar areas without 
the help of their eyes. Imagine trying to catch a train at a train 
station with your eyes closed while you are busy. However, 
those who are visually impaired walk independently every 
day. Their senses of smell and hearing are extremely sensitive, 

as they rely heavily on these senses. They also take to feel the 
environment around them. 
 

The enhanced app can detect objects in the user area. 
It can warn the user of obstacles in his path and in this way 
helps the user to navigate from one place to another and save 
him from any trip. It will also solve the problem of storing a 
special device. The reason it is so reliable is because it is 
developed in the Android operating system they are very 
common and are widely available almost everywhere. In fact, 
it is one of the most widely used operating systems. This 
makes the application easy to find. 
 
OBJECTIVE 
 

 The purpose of this project is to improve the 
application of blind people based on machine 
learning. It will eliminate the need for dedicated 
equipment and other wearables to help them see 
things as they move. 

 This app will help them to overcome their difficulty 
in browsing which helps them to live their lives as a 
normal person. 

 The aim of the project is to give blind users the 
ability to navigate in unfamiliar areas indoors and 
outdoors, using a friendly device through an object 
recognition system. 

 
II. LITERATURE SURVEY 

 
Another proposal during this paper focuses on 

providing data on the various forms of barriers before of the 
user, their size and distance from the user. MATLAB package 
is employed for signal process. Television camera is employed 
to record videos. Video process strategies area unit used 
subsequently. The output of this method provides not solely 
output by audio format however conjointly vibration. The 
moving engine is connected to associate degree unhear able 
detector. The unhear able detector detects objects returning 
altogether directions and this causes the moving motor to 
vibrate.  [1] 
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This system is making an attempt to induce the 
foremost out of the image. That’s the essential essence of the 
system. It’s a system during which the finders of associate 
degree N object area unit trained within the completely 
different N objects. Once a picture is shipped to the system, all 
the article receivers do their job. Once associate degree object 
is detected by a detector, it'll mark its boundary and write the 
name of the article. Once the method is complete for all N 
detectors, an image is displayed with all the tags. Moving the 
indicator over the article within the image shows the whole 
boundary of the article with its label nearby. This method is 
slower than different programs as a result of most object 
finder’s work on one image. Performance is magnified by 
permitting quite one acquisition to figure seamlessly. [2] 
 

Light distortion and hue distortion are addressed 
during this project through the utilization of shadow 
technique. In video, things area unit obtained by removing 
templates from the video. Infact this can be not the most 
effective approach. Applies once AN item is gift throughout 
the video. Compared to different options like SIFT, form 
options area unit higher accustomed notice objects in pictures. 
Therefore, during this project, native options area unit 
replaced by form options. [3] 
 

This paper proposes a system in which two cameras 
are mounted on the glasses of a blind person. The proposed 
work has a wearable device and includes a blind rod and a 
hearing-based acquisition circuit. It uses an infrared sensor 
that uses infrared waves to scan a person's surroundings. The 
system must be trained in the knowledge of the object. Feature 
removal is also part of the process [4] 
 

III. EXISTING METHOD & PROPOSED METHOD 
 

EXISTING METHOD: 
 
 In the existing system mount the network end-to-end blur-

aid feature aggregation network(BFAN) feature to detect 
the video object. The proposed BFAN focuses on a 
blending process influenced by blurring that includes 
movement blurring and eliminating high-precision focus 
and increased mathematical calculations. 

 In BFAN, we test the degree of blurring of each 
individual object as a compound weight. Notably, the 
background is usually flat which has a negative impact on 
the degree of object dimension. 

 Therefore, we introduce a light detection network to 
reduce background distortion. An experiment conducted 
on the Image Net VID database shows that BFAN 
achieves a modern acquisition performance, 79.1% mAP, 

with a 3-point improvement compared to the video object 
base. 

 In the present system, the acquired object information is 
displayed in the window only, not providing voice format 
output. 

 
PROPOSED SYSTEM 
 
 The proposed system captures the image through the 

continuous video stream rather than taking the picture of 
each object every time.  

 The object detection and recognition have to be accurate 
and the detecting speed of the object should be high so 
that the navigation for the blind people would be easier. 
For such high-speed detection, RNN algorithm has been 
implemented.  

 The first step is to capture the objects using the camera of 
this the application should get the camera permission of 
the device.  

 Then the image is sub-segmented so that multiple regions 
can be formed from a single image. The algorithm then 
combines similar regions to form a larger region and 
finally produce the region of interest.  

 The pre-trained recurrent neural network is trained again 
based on the number of classes that has to be detected 
then the region of interest is identified.  

 Based on the region of interest, the objects and the 
backgrounds are classified. For each identified object in 
the image, tighter bounding boxes are generated based on 
the linear regression model.  

 The input video to the RNN, the object is detected in 
indoor environment like person, chair, bench and outdoor 
environments like car, bus, animal, motorcycle etc.  

 
IV. SYSTEM FUNCTION 

 
ARCHITECTURE DESIGN: 
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Fig.no:1 Architecture Design 

 
 

V. MODULES 
 
 Camera module 
 Image segmentation module 
 Database module 
 Recognition module 
 Audio module 
 
STANDARD DESCRIPTION 
 
1. Camera module: In this module video input can be 
captured using the camera. Video frame frames can be 
converted as a photo by removing the image from the video. 
 
2. Image segmentation module: In image preprocessing 
module, the input extracted images can be sub-segmented so 
that multiple regions can be formed from a single image. 
 
3. Database module: The model of trained images can be 
stored in data base management system for detection of 
objects in indoor and outdoor environments. 
 
4. Recognition module: TheRecurrentneural network 
algorithm is used for recognition of objects in indoor and 
outdoor environments by comparing with data base system. 
 
5. Audio module: The recognized object images format can 
be converted as audio format based on google speech 
synthesizer and the audio output is easy for understanding 
blind and self-navigate without any persons help. 
 

RECURRENT NEURAL NETWORK ALGORITHM 
(RNN) 
 
 Recurrent Neural Network (RNN) is a type of Neural 

Network where the output from the previous step is given 
as input to the current step. In a normal neural network, 
all inputs and outputs are independent of each other, but 
in situations such as the need to predict the next word in 
the sentence, past words are needed and that is why it is 
necessary to remember previous words.  

 Thus, RNN came into existence, which resolved the issue 
with the help of a Hidden Layer. The main and most 
important feature of the RNN is the Hidden mode, which 
remembers certain information about the sequence.  

 The RNN has a “memory” that remembers all the 
information about the content. It uses the same parameters 
for each input as it performs the same function in all 
inputs or hidden layers t generates output. This reduces 
the complexity of the parameters, unlike other sensory 
networks. 

SEGMENTATION PROCESS 
 

Segmentation divides an image into separate regions 
that contain each pixel with similar characteristics. In order to 
be meaningful and useful in image analysis and interpretation, 
regions must be closely related to the presented objects or 
features of interest. Meaningful separation is the first step 
from low-level image processing that converts a gray scale or 
a color image into one or more images into a high-definition 
image description depending on the features, objects, and 
scenes. The success of image analysis depends on the 
reliability of the separation, but accurate image separation is 
often the most challenging problem. Classification strategies 
are flexible or inconsistent with context. The latter does not 
matter the spatial relationship between the elements in the 
image and the group pixels together on the basis of a specific 
earth element, e.g., gray level or color. Contextual strategies 
additionally use these relationships, e.g., combine pixels with 
the same gray levels as well as areas that close the space. 
 
COCO DATA SET 
 
The COCO (Common Objects in Context) data set is for large 
quantity acquisition, classification, key point detection, and 
caption data set. The database contains 328K images.  
 
Annotations: The database contains annotations for  
 

• Object acquisition: binding boxes and separating 
masks for each example have sections of 80 items,  

• Captions: descriptions of the natural language of 
images (see MS COCO Captions),  
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• Key points detection: containing more than 200,000 
images and events of 250,000 people labeled with 
key points (about 17 key points, such as left eye, 
nose, right hip, right ankle),  

• Image classification - mask for each pixel class with 
91 categories of objects, such as grass, wall, sky (see 
MS COCO Items),  

• Panoptic: full-scale division, into 80 categories of 
objects (such as human, bicycle, elephant) and a 
small set of 91 objects (grass, sky, road),  

• Crowded: more than 39,000 images and events of 
56,000 people labeled with Dense Pose annotations - 
each label is defined by the model id and the drawing 
between the pixels of the human body and the 3D 
model image. 

 
OBJECT DETECTION ALGORITHMS 
 

Object detection is a technology related to computer 
vision and image processing related to the acquisition and 
acquisition of semantic objects of a particular category (such 
as people, buildings, or cars) in digital images and videos.  
 
Neural Network Object Detection Algorithms: 
 

Object discovery has always been an exciting 
challenge in the field of deep learning. It is mainly done 
through convolutional neural networks (CNNs), and especially 
regional-based CNNs (R-CNNs).  

 
R-CNN (regional based CNNs):  

 
Instead of working with a large number of regions or 

passing through each pixel and part of an image to search for 
an object, the R-CNN algorithm raises a number of boxes 
inside the inserted image and checks to see if any of these 
boxes contain any object. R-CNN then uses the selected 
search to extract these boxes from the image. 
 
SPEECH SYNTHESIZERS 
 

Speech synthesizers are text-to-speech systems used 
with computers. It could be a computer-generated card, a 
computer-connected computer box, or software that works 
with a computer audio card. Speech synthesizers are designed 
to incorporate all the phones and grammar rules, allowing 
words to be pronounced correctly even though compound 
words and words can cause problems because they often 
contain unusual spellings and spelling. Another artificial 
speech sounds like a robot; however, many new products 
sound almost human. 

 

DBMS 
 
 Database management software is software used to 

manage data. Example: MySQL, Oracle, etc. is a very 
popular commercial website used in various programs.  

 DBMS provides a visual interface for performing various 
tasks such as creating a website, storing data on it, 
updating data, building a table on a website and much 
more.  

 Provides security on the website. DBMS allows users the 
following functions:  

 Data Definition: Used for the creation, modification, and 
deletion of definitions that define data processing on a 
website.  

 Data Updates: Used for uploading, modifying, and 
deleting real data on a website.  

 Data Recovery: Used for data retrieval on a website that 
can be used by applications for a variety of purposes. 

 
 

VI. SYSTEM SOFTWARE 
 
PYCHARM 
 

The Community Edition is released under the Apache 
License, and there is also an educational version, as well as a 
Professional Edition with extra features (released under a 
subscription-funded proprietary license). 
 
SQL Alchemy as Debugger: 
 

You can set a breakpoint, pause the debugger and see 
the SQL representation of the user's SQL language code 
expression.  
 
Git Visualization in Editor 
 

When coding in Python, questions are common to the 
developer. You can easily check the last commitment on 
PyCharm as it has blue sections that can explain the difference 
between the last bond and the present.  
 
Code Coverage in Editor 
 

you can use .py files without PyCharm Editor and 
mark them as details for cover code elsewhere in the project 
tree, in the summary section etc.  
 
Package Management  
 

All installed packages are displayed with the 
appropriate visual representation. This includes a list of 
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installed packages as well as the ability to search for and add 
new packages.  
 
Local History 
 

 Local History is constantly tracking changes in a 
consistent way like Git. Location History in PyCharm 
provides complete details of what you need to get back and 
what to add. 
 
OPENCV-PYTHON 
 

Python could be a commonplace artificial language 
developed by Guido van Rossum that became highly regarded 
during a short amount of your time primarily thanks to its 
simplicity and readability of code. It permits the editor to 
specific his concepts during a few lines of code while not 
reducing any readability. 
 

However, another necessary feature of Python is that 
it may be simply extended with C / C ++. This feature helps 
North American country to rewrite codecs into C / C ++ and 
build its own Python cowl so it will use these threats as 
Python modules. This offers North American country 2 
advantages: 1st, our code is as quick because the original C / C 
++ code (as it's a true C ++ code running within the 
background) and second, it's a lot of easier to code via Python. 
This is often however OpenCV-Python works, it's a Python 
wrapper round the original C ++ launch. 
 

VII. RESULT 
 
The object detection for blind people with detect 

indoor and outdoor objects using coco model using RNN 
algorithm is sucessfully detected. 
 

 
Fig no: 1 mouse detection indoor 

 

 
Fig no: 2 keyboards detected 

 
Fig no: 3 chair detected 
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Fig no:4 car detected in indoor 

 
VIII. CONCLUSION 

 
The system has a new method of object detection and 

identification. It can be easily sold and made to benefit the 
visually impaired community. In our project, we have used a 
large website thanks to a pre-trained Neural Network model. 
The Single Shot Detection Mobile Net model is trained using 
a COCO database that contains approximately multiple 
images. From the analysis it was concluded that the system is 
extremely accurate in identifying objects in the indoor and 
outdoor environment with a 95% accurate result. Thus, the 
proposed system will assist visually impaired people in an 
effective way. 
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