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Abstract- The healthcare industry is a complex system and it 

is expanding at a rapid pace. At the same time fraud in this 

industry is turning into a critical problem. One of the issues is 

the misuse of the medical insurance systems. Machine 

learning and data mining techniques are used for 

automatically detecting the healthcare frauds. In this paper, 

we attempt to give a review on frauds in healthcare industry 

and the techniques for detecting such frauds. With an 

emphasis on the techniques used, determining the significant 

sources and the features of the healthcare data we proposed a 

machine learning model to tackle the issues related to the 

health insurance claims. The univariate and  bivariate 

analysis are applied on the data to know the features pattern 

and then proper visualisation of data to know which feature 

affects the most and a machine learning model is built on the 

pre-processed data. 

 

I. INTRODUCTION 

 

 Medical coverage in our nation can be a developing 

segment of India's economy. The Indian wellbeing framework 

is one in each of the biggest inside the globe. The wellbeing 

business in Bharat has quickly gotten one in every one of the 

chief essential parts inside the nation as far as financial 

addition and employment creation. 100 million Indian family 

units (500 million individuals) don't get joy from wellbeing 

inclusion. Arrangements zone unit reachable that supply every 

person and family. Human services has become a monster use 

in a large portion of the nations, the tremendous amount of 

money worried all through this segment had made it as an 

objective for fakes. To remain with the National Health Care 

Anti-Fraud Association, human services misrepresentation is 

respect deliberate trickiness or lie made by somebody, or 

respect element which can prompt some unapproved benefit to 

him or his accomplishes. 

         

Social insurance misuse is made once either the 

provider rehearses are conflicting with sound monetary, 

business or medicinal practices, partner degrade lead to 

Associate in Nursing inessential worth or in pay of 

administrations that don't appear to be therapeutically 

important or that neglect to fulfil expertly perceived norms for 

human services. To distinguish the misrepresentation designs 

different information mining methods are utilized 

subsequently they are recognized as regular examples. 

 

II. PROPOSED SYSTEM 

 

Healthcare is considered as one of the complex 

industry and it’s especially need in this pandemic period. 

Many people are getting infected in this pandemic period and 

everyone can’t afford payment.In this time insurance comes 

handy for the people to reduce their financial burden.But there 

are frauds happening in this also so it is very difficult and 

some may not get proper response due to this. So there is a 

need to address this problem. Machine learning is mainly used 

to tackle these issues so we will be a building a machine 

learning model where the model is made to train on the 

previous data and made to learn to find the pattern so that it is 

capable of analyising and prediction the insurance claim is 

fraud or not. 

 

III. LIST OFMODULES 

 

 Data Preprocessing: 

 Data validation/Cleaning/  Preparing Process: 

 Exploring Data Analysis For Visualization: 

 Comparing Algorithm With Prediction In The Form     

 Prediction Result By Accuracy 

 

DATA PREPROCESSING 

 

Validation techniques in machine learning are used to 

get the error rate of the Machine Learning (ML) model, which 

can be considered as close to the true error rate of the dataset. 

If the data volume is large enough to be representative of the 

population, you may not need the validation techniques. 

However, in real-world scenarios, to work with samples of 

data that may not be a true representative of the population of 

given dataset. To finding the missing value, duplicate value 

and description of data type whether it is float variable or 

integer. The sample of data used to provide an unbiased 

evaluation of a model fit on the training dataset while tuning 

model hyper parameters. 
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DATA VALIDATION / CLEANING / PREPARING 

PROCESS: 

 

Importing the library packages with loading given 

dataset. To analyzing the variable identification by data shape, 

data type and evaluating the missing values, duplicate values. 

A validation dataset is a sample of data held back from 

training your model that is used to give an estimate of model 

skill while tuning model's and procedures that you can use to 

make the best use of validation and test datasets when 

evaluating your models. Data cleaning / preparing by rename 

the given dataset and drop the column etc. to analyze the uni-

variate, bi-variate and multi-variate process. The steps and 

techniques for data cleaning will vary from dataset to dataset. 

The primary goal of data cleaning is to detect and remove 

errors and anomalies to increase the value of data in analytics 

and decision making. 

 

EXPLORING DATA ANALYSIS FOR 

VISUALIZATION: 

 

 Data visualization is an important skill in applied 

statistics and machine learning. Statistics does indeed focus on 

quantitative descriptions and estimations of data. Data 

visualization provides an important suite of tools for gaining a 

qualitative understanding. This can be helpful when exploring 

and getting to know a dataset and can help with identifying 

patterns, corrupt data, outliers, and much more. With a little 

domain knowledge, data visualizations can be used to express 

and demonstrate key relationships in plots and charts that are 

more visceral and stakeholders than measures of association or 

significance. Data visualization and exploratory data analysis 

are whole fields themselves and it will recommend a deeper 

dive into some the books mentioned at the end. 

 

COMPARING ALGORITHM WITH PREDICTION IN 

THE FORM  BEST ACCURACY RESULT 

 

It is important to compare the performance of 

multiple different machine learning algorithms consistently 

and it will discover to create a test harness to compare 

multiple different machine learning algorithms in Python with 

scikit-learn. It can use this test harness as a template on your 

own machine learning problems and add more and different 

algorithms to compare. Each model will have different 

performance characteristics. Using resampling methods like 

cross validation, you can get an estimate for how accurate 

each model may be on unseen data. It needs to be able to use 

these estimates to choose one or two best models from the 

suite of models that you have created. When have a new 

dataset, it is a good idea to visualize the data using different 

techniques in order to look at the data from different 

perspectives. The same idea applies to model selection. You 

should use a number of different ways of looking at the 

estimated accuracy of your machine learning algorithms in 

order to choose the one or two to finalize. A way to do this is 

to use different visualization methods to show the average 

accuracy, variance and other properties of the distribution of 

model accuracies. 

 

PREDICTION RESULT BY ACCURACY 

 

Logistic regression algorithm also uses a linear 

equation with independent predictors to predict a value. The 

predicted value can be anywhere between negative infinity to 

positive infinity. It need the output of the algorithm to be 

classified variable data. Higher accuracy predicting result is 

logistic regression model by comparing the best accuracy. 

 

IV. BLOCK DIAGRAM 

 

 
 

V. CONCLUSION 

       

The analytical process started from data cleaning and 

processing, missing value, exploratory analysis and finally 

model building and evaluation. The best accuracy on public 

test set is higher accuracy score will be find out. This 

application can help to find the Prediction of Insurance Claim 

Fraud. 

 

VI. FUTURE WORK 

   

Insurance Claim prediction to connect with cloud. To 

optimize the work to implement in Artificial Intelligence 

environment 
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