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Abstract- stock price prediction has become an important 

research area. The aim is to predict machine learning based 

techniques for stock price prediction results in best accuracy. 

The analysis of dataset by supervised machine learning 

technique(SMLT) to capture several information’s like, 

variable identification, uni-variate analysis, bi-variate and 

multi-variate analysis, missing value treatments and analyze 

the data validation, data cleaning/preparing and data 

visualization will be done on the entire given dataset. To 

propose a machine learning-based method to accurately 

predict the stock price Index value by prediction results in the 

form of stock price increase or stable state best accuracy from 

comparing supervise classification machine learning 

algorithms. Dataset with evaluation classification report, 

identify the confusion matrix and to categorizing data from 

priority and the result shows that the effectiveness of the 

proposed machine learning algorithm technique can be 

compared with best accuracy with precision, Recall and F1 

Score 

 

I. INTRODUCTION 

 

 Generally, predicting how the stock market will 

perform is one of the most difficult things to do. It can be 

described as one of the most critical process to predict that. 

This is a very complex task and has uncertainties. To prevent 

this problem in One of the most interesting (or perhaps most 

profitable) time series data using machine learning techniques. 

To propose a machine learning-based method to accurately 

predict the stock price Index value by prediction results in the 

form of stock price increase or stable state best accuracy from 

comparing supervise classification machine learning 

algorithms.  

 

II. PROPOSED SYSTEM 

 

 Exploratory Data Analysis of stock Prediction 

 

Multiple datasets from different sources would be 

combined to form a generalized dataset, and then different 

machine learning algorithms would be applied to extract 

patterns and to obtain results with maximum accuracy. 

Data Wrangling 

 

In this section of the report will load in the data, 

check for cleanliness, and then trim and clean given dataset for 

analysis. Make sure that the document steps carefully and 

justify for cleaning decisions. 

 

Data collection 

 

The data set collected for predicting given data is 

split into Training set and Test set. Generally, 7:3 ratios are 

applied to split the Training set and Test set. The Data Model 

which was created using machine learning algorithms are 

applied on the Training set and based on the test result 

accuracy, Test set prediction is done. 

  

III. LIST OF MODULES 

 

 Data Pre-processing 

 Data Analysis of Visualization 

 Comparing Algorithm with prediction in the form of best 

accuracy result 

 Deployment Using Flask 

 

 Data Pre-processing 

 

Data preprocessing is a process of preparing the raw 

data and making it suitable for a machine learning model. It is 

the first and crucial step while creating a machine learning 

model 

 

 Data Analysis of Visualization 

 

Data visualization is the graphical representation of 

information and data. By using visual elements like charts, 

graphs, and maps, data visualization tools provide an 

accessible way to see and understand trends, outliers, and 

patterns in data 

 

 Comparing Algorithm with prediction in the form of 

best accuracy result 
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Dataset with evaluation classification report, identify 

the confusion matrix and to categorizing data from priority 

and the result shows that the effectiveness of the proposed 

machine learning algorithm technique can be compared with 

best accuracy with precision, Recall and F1 Score 

 

 Deployment Using Flask 

 

Based upon the best accuracy of the data set we can 

have a decision whether the stock Price where going to 

increase or decrease. 

 

IV. BLOCK DIAGRAM 

 

 

 

V. CONCLUSION 

 

The analytical process started from data cleaning and 

processing, missing value, exploratory analysis and finally 

model building and evaluation. The best accuracy on public 

test set is higher accuracy score will be find out. This 

application can help to find the Prediction of Stock price. 

 

VI. FUTURE WORK 

 

 Stock price prediction to connect with cloud. 

 To optimize the work to implement in Artificial 

Intelligence environment. 
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