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Abstract- Credit card frauds are easy and friendly targets. It
refers to loss of sensitive credit card information. E-commerce
and many other online sites have increased the online payment
modes, increasing the risk for online frauds. Many machine
learning algorithms can be used for detection of fraud. This
research shows several algorithms that can be used for
classifying transactions as fraud or genuine one. Credit Card
Fraud Detection dataset was used in the research. The main
aim of the paper is to design and develop a fraud detection
method for Transaction Data by analysing the past
transaction details of the customers. This paper investigates
and checks the performance of Decision tree, An Artificial
Neural Network (ANN), XG Boost and Logistic Regression
algorithms on highly skewed credit card fraud dataset. The
results indicate about the accuracy for Decision tree, An
Artificial Neural Network (ANN), XG Boost and Logistic
Regression algorithms classifiers are 90.6, 88.3, 96.2 and 97.5
respectively.
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I. INTRODUCTION

Credit Card Fraud Transactions are unauthorized and
unwanted usage of an account by someone other than the
owner of that account. In Today’s world high dependency on
internet technology has enjoyed increased credit card
transactions but credit card fraud had also accelerated as
online and offline transaction. Credit card frauds are easy
targets. Without any risks, a significant amount can be
withdrawn without the owner’s knowledge, in a short period.
Fraudsters always try to make every fraudulent transaction
legitimate, which makes fraud detection very challenging and
difficult task to detect. Necessary prevention measures can
betaken to stop this abuse and the behaviour of such
fraudulent practices can be studied to minimize it and protect
against similar occurrences in the future. There are many fraud
detection solutions and software which prevent frauds in
businesses such as credit card, retail, e-Commerce, Insurance,
and Industries.

Credit Card Fraud Detection identifies the transactions that are
fraudulent into two classes of legit class and fraud class
transactions. They are several techniques that are designed and
implemented to solve to credit card fraud detection by using
many techniques such as genetic algorithm, migrating birds
optimization algorithm, local outlier factor. Machine Learning
Algorithms like, Isolation Forest Algorithm, Forest Artificial
Neural Network , Fuzzy Logic , Genetic Algorithm , Logistic
Regression ,Decision Tree , Support Vector Machines
,Bayesian Networks , Hidden Markov Model ,K-Nearest
Neighbour. These algorithms are employed to analyse all the
authorized transactions and report the suspicious ones. These
reports are investigated by professionals who contact the
cardholders to confirm if the transaction was genuine or
fraudulent. The investigators provide a feedback to the
automated system which is used to train and update the
algorithm to eventually improve the fraud-detection
performance over time. In the end of this paper, concludes
about results of algorithms are made and collated.

Figure 1

II. LITERATURE SURVEY

Multiple Supervised and Semi-Supervised machine
learning techniques are used for fraud detection , In this paper
we have compared certain machine learning algorithms for
detection  of fraudulent transaction and find accuracy of each
algorithms.Many Supervised machine learning algorithms like
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Isolation Forest Algorithm, Forest Artificial Neural Network ,
Fuzzy Logic , Genetic Algorithm , Logistic Regression
,Decision Tree , Support Vector Machines ,Bayesian
Networks , Hidden Markov Model ,K-Nearest Neighbour are
used to detect fraudulent transactions in real-time datasets.
Feedback mechanism to solve the problem of concept drift. By
using Naïve Bayes classifier the size of the training dataset is
aggregate model when compare to other model. Two methods
under random forests are used to train the large for
behavioural features of normal and abnormal transactions.

They are Random-tree-based random forest and
CART-based. Even though random forest obtains good results
on small set data, there are still some problems in case of
imbalanced data. The future work will focus on solving the
above-mentioned problem.

The algorithm of the random forest itself should be
improved. Performance of Logistic Regression, K-Nearest
Neighbour, and Naïve Bayes are analysed on highly skewed
credit card fraud data where Research is carried out on
examining meta-classifiers and meta-learning approaches in
handling highly imbalanced credit card fraud data. Through
supervised learning methods can be used there may fail at
certain cases of detecting the fraud cases.

III. DATASET DESCRIPTION

The dataset that is used in this paper is obtained from
Kaggle .The datasets contains transactions made by credit
cards in September 2013 by European cardholders.

This dataset presents transactions that occurred in
two days, where we have 492 frauds out of 284,807
transactions. The dataset is highly unbalanced, the positive
class (frauds) account for 0.172% of all transactions.

It contains only numerical input variables which are
the result of a PCA transformation. Unfortunately, due to
confidentiality issues, we can use an Artificial neural network
(ANN)to provide the original features and more background
information about the data. Features V1, V2, …V28 are the
principal components obtained with PCA, the only features
which have not been transformed with PCA are 'Time' and
'Amount'. Feature 'Time' contains the seconds elapsed between
each transaction and the first transaction in the dataset. The
feature 'Amount' is the transaction Amount, this feature can be
used for example-dependant cost-sensitive learning. Feature
'Class' is the response variable and it takes value 1 in case of
fraud and 0 otherwise.

IV. METHODOLOGY

4.1 Reading dataset and preprocessing

 Using read. csv function, the csv dataset credit card is
read into the dataframe variable creditcard_data.

 We have used head function and tail function to
display the first 5 rows and last five rows.

 We have data composed of attributes with varying
scale. So we have to re-scale the attributes to same
range.

 we will scale our data using the scale() function. We
will apply this to the amount component of our
creditcard_data amount. Scaling is also known as
feature standardization. With the help of scaling, the
data is structured according to a specified range.
Therefore, there are no extreme values in our dataset
that might interfere with the functioning of our
model.

 scale() function in R Langauge is a generic function
which centers and scales the columns of a numeric
matrix.

• The center parameter takes either numeric alike
vector or logical value.

• If the numeric vector is provided, then each
column of the matrix has the corresponding
value from center subtracted from it.

Figure 2 Reading dataset

4.2 Splitting into training and testing sets

• We split the dataframe into training set and testing set
using the function sample.split.

• sample.split function splits the data using given ratio
in our case 80% for training set and 20% for testing
set.
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• Dim() is a function returns the dimension of the
training set and testing set.

• The set. seed() function sets the starting number used
to generate a sequence of random numbers – it
ensures that you get the same result if you start with
that same seed each time you run the same process.

4.3      Training the model

• The model is trained using four different  machine
Learning algorithms namely,Xgboost, decision tree,
Artificial Neural networks (ANN) and logical
regression algorithms.

• Glm() is used to fit generalized linear models,
specified by giving a symbolic description of the
linear predictor and a description of the error
distribution.

• The parameter family provides the convenient way to
specify the details of models used by functions

• RPART -Recursive Partitioning And Regression
Trees.

• predict () is used to returns vector of predicted
responses of Rpart object.

•

Figure 3 Training the dataset for decision tree algorithm

Figure 4 Training the dataset for logistic regression algorithm

Figure 5 Training the dataset for ANN algorithm

Figure 6 Training the dataset for XGBoost algorithm

The approach that this paper proposes, uses the latest
machine learning algorithms like Decision tree, An Artificial
Neural Network (ANN), XGBoost and Logistic Regression
algorithms. First of all, we obtained our dataset from Kaggle, a
data analysis website which provides datasets where we have
492 frauds out of 284,807 transactions.In this section of the R
data science project,using read. csv function, the csv dataset
credit card is read into the dataframe variable creditcard_data.
We have used head function and tail function to display the
first 5 rows and last five rows. Functions like table(),
summary(), names(), var(), sd() are also used.We have data
composed of attributes with varying scale. So we have to re-
scale the attributes to same range.To accomplish that we use
scale().scale() function in R Langauge is a generic function
which centers and scales the columns of a numeric matrix. The
center parameter takes either numeric alike vector or logical
value. If the numeric vector is provided, then each column of
the matrix has the corresponding value from center subtracted
from it.We split the dataframe into training set and testing set
using the function sample.split().

This sample.split() function splits the data using
given ratio  in our case 80% for training set and 20% for
testing set.Dim() is a function returns the dimension of the
training set and testing set.The set. seed() function sets the
starting number used to generate a sequence
of random numbers .

It ensures that you get the same result if you start
with that same seed each time you run the same process.The
model is trained using four different machine Learning
algorithms namely, XGBoost, decision tree, Artificial Neural
networks (ANN) and logical regression algorithms.
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Figure 7 decision tree

Glm() is used to fit generalized linear models,
specified by giving a symbolic description of the linear
predictor and a description of the error distribution.The
parameter family provides the convenient way to specify the
details of models used by functions. predict () is used to
returns vector of predicted responses of Rpart object.This
function creates Receiver Operating Characteristic (ROC)
plots for one or more models.

A ROC curve plots the false alarm rate against the hit
rate for a probabilistic forecast for a range of thresholds. The
area under the curve is viewed as a measure of a
accuracy.Higher the AUC, the better the model is at predicting
0s as 0s and 1s as 1s.This are the process takes place in our
project to calculate the accuracy level.

Figure 8 AUC for XGBoost algorithm

Figure 9 AUC for ANN algorithm

Figure 10 AUC for Logistic regression algorithm

Figure 11 AUC for Decision tree algorithm

V. RESULT

Since the entire dataset consists of transaction
records, its only a fraction of data that can be made available if
this project were to be used on a commercial scale. Where the
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ROC curve is plotted with TPR against the FPR where TPR is
on the y-axis and FPR is on the x-axis.Being based on
machine learning algorithms, the program will only increase
its efficiency over time as more data is put into it.

AUC for our model is

a. An artificial neural network (ANN) -88.3
b. XGBoost  algorithm -96.2
c. Logistic regression algorithm -97.5
d. Decision tree algorithm -90.27

Figure 12 Comparision of algorithm

VI. CONCLUSION

Credit card fraud lead to loss of sensitive information
and its considered as  act of criminal dishonesty. This article
has listed out the most common methods of fraud along with
their detection methods. This paper has also explained in
detail, how machine learning can be applied to get better
results in fraud detection along with the algorithm,
pseudocode, explanation its implementation and
experimentation results. This paper proves that the Logistic
Regression algorithm reach over 97.5% accuracy which is
higher than XGBoost(96.2),Decision tree(90.27) and an
Artificial neural network (ANN) (88.3).This high percentage
of accuracy occurredin spite of imbalance between the number
of valid and number of genuine transactions in the dataset.
Being based on machine learning algorithms, the program will
only increase its efficiency over time as more data is put into
it.We finally observed that logistic regression gave better
results.
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