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Abstract- The vital aspect in the world of business is to have a 
proper analysis of their business outcomes. This outcome 
plays a major role in the development of the business. One of 
the expanding business spheres is food delivering companies. 
The vital factor in running such a food delivery company that 
is located at various branches in the city is to maintain the 
stock properly and prepare the food in time to deliver it to the 
customers. The Aim of the project is to develop a prediction 
model that predicts the Number of orders based on the unique 
id of the meal. The datasets used to train the model have the 
information regarding the meal for example, the type of meal, 
Week, center_id, base_price, category, cuisine etc. This 
prediction model helps to find out the popular meals and the 
least ordered type of meals, based on these results they can 
manage the purchase of stock and raw materials. They have to 
deal with many perishable raw materials, if there is too much 
stock it would tend to waste, if the stock is insufficient, it 
would lead to out-of- stocks, it would lead to out of stock of 
the meals that in turn would decrease the number of orders for 
the company. To develop the predictive model, we have used 
Linear Regression, Xgboost, Lightboost regressor, Catboost 
Regressor and Random Forest algorithm and tested this model 
on the test dataset to predict the Number of orders for 
upcoming weeks. 
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I. INTRODUCTION 
 
 As in today’s competitive life, even the business has 
become more difficult. Demand for food is increasing day by 
day with the increase in the population of every country. 
Estimation of the demand in food consumption plays a vital 
role in supplying or generating resources to produce the 
required amount of food. To meet this challenge, we need to 
predict the demand in food consumption for the future so that 
the hunger of everyone can be satisfied. We will analyze all 
the previous year’s data on how the food demand has been 
throughout the restaurants. With that information, we can 
readily produce the raw materials and also recruit the staff 
required. 

Food demand forecasting is about to help meal 
delivery companies located at various centers of the city in the 
demand forecasting for upcoming weeks. The majority of the 
raw materials are perishable, and the replenishment of them is 
done on a weekly basis and procurement planning is of utmost 
importance. The demand forecast is helpful in the staffing of 
the centers too. The Main Motto is to predict the demand for 
the upcoming weeks (in the challenge the test dataset contains 
10 weeks) for the center-meal combinations in the test set. 
Here we will predict the number of orders and the demand of 
orders based on all the attributes given in the train data set. 
If there is too much stock in the warehouse it tends to be a lot 
of wastage and if the stock is insufficient, it would lead to out-
of-stocks and the number of orders received will get reduced 
and it pushes customers to seek solutions from other 
companies or your competitors. In this challenge, we will deal 
with a real dataset and the objective is to consider all the 
significant attributes in the data set and to train the model 
accordingly to predict the center-meal combination. 
  

The motivation for this project was from the analytics 
Vidhya website, which gave us an amazing platform to work 
on our project and develop it. The resources and all the 
discussions on the platform have motivated and helped us in 
getting our project start and keep going. 
 

II. RELEVANT WORKS 
 
1. Barbosa et al.[1] have used holt winters method for time 

series analysis for effective forecasting. 
2. Christo E et al.[2] focussed on finding the best forecasting 

model and then analysed the residuals control charts of 
the model. 

3. Alexandrov T. et al.[3] have focussed on Model-Based 
Approach which assumes the specification of a stochastic 
time series model and showed how their properties can be 
improved by exploiting Reproducing Kernel Hilbert 
Space methodology. 

4. Tanizaki, T. el al. [4] have used Bayesian Linear 
Regression, Boosted Decision Tree Regression, Decision 
Forest Regression and Stepwise method as the demand 
forecasting method. 
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5. Kuo, R. et al.[5] utilized a proposed fuzzy neural network 
(FNN), which is able to eliminate the unimportant 
weights and The result from FNN is further integrated 
with the time series data through an ANN. 

6. Çetı̇nkaya et al.[6] have proposed a model of artificial 
neural networks to estimate daily Meal demand 

7. Anik, Asif et al. [7] have performed sensitivity analysis, 
based on past trends, we also hypothesized four 
alternative GDP and population growth scenarios and 
forecast corresponding changes in total energy demand 
forecast. 

8. Rodrigues et al. [8] have researched about current 
machine learning algorithms for predicting food 
purchases considering temporal granularity of sales data, 
the input variables to employ for forecasting sales, and the 
representation of the sales output variable and also 
examines machine learning algorithms that have been 
used to anticipate food sales. 

9. Gasparian et al.[9] have provided an analysis of the 
qualitative and quantitative methods of the demand 
forecasting and More complex techniques of time series 
include factors of trends, seasonal patterns, and economic 
cycles. 

10. Kumar, Manoj et al. [10] have used Box-Jenkins’ ARIMA 
model to forecast sugarcane production in India and found 
the order of the best ARIMA model and forecasted the 
future sugarcane production for a period upto five years . 

 
III. PROPOSED SYSTEM 

 
The implementation of the predictive modelling of 

Food Demand Forecasting undergoes several steps to give the 
accurate prediction. We used the RMSE (Root-Mean square 
error) as the evaluation metric of the model. Linear 
Regression, XGBoost, Light Boost regressor, Catboost 
Regressor and Random Forest Algorithms are used to build 
the model. The less the RMSE values, the more accurate is the 
prediction model. The steps involved in Proposed system are 
detailed as follows: 

 
Requirements 
 

The main requirements are the train data set, test data 
set and the sample submission which we can download from 
Kaggle or the analytics Vidhya portal. We use train and test 
datasets to train the models and test them with our predictions. 
Sample submission data set is used to check whether our 
predicted file is in the same format as the sample submission 
file. We have implemented this predictive model using Python 
programming using Jupyter Notebook. 
 
Description of Datasets 

There are a total of 3 train data sets which are used in 
the processing. The three data sets are the train data set, 
fulfillment centre info data set and the meal info data set. 
Train.csv data set includes all the attributes, the id’s of the 
fulfillment centers and meals, and also the num_orders which 
is needed to be predicted, this is used to train the models, the 
fulfilment_center_info.csv file provides us with the details of 
the food centers which are providing the food. The 
meal_info.csv file contains all the extra and particular 
information about the means which are indicated with an id in 
the train.csv dataset. We have merged the train, fulfillment 
center and the meal info datasets to form one train dataset and 
used that to build the model. The attributes of each dataset are 
as follows: 

 
Train Data set 
 

 
The Fig 1 depicts the attributes of the train dataset in detail. 

 
Train Data set and it’s variables 
 
Fulfillment centers Data set: 
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The Fig 2 contains the variables and the dataset of the 
fulfilment centers data set taken from the analytics Vidhya 
portal. These are the details for the id’s provided in the train 
data set undercentre_id. 

 
Fulfilment data set and it’s variables 
 
Meal Info Data set 
 

The Fig 3 contains the variables and the dataset of the 
meal info dataset taken from analytics Vidhya portal.These are 
the details for the id's Provided The train data set 
undermeal_id. 
 

 
Fig 3 

 

Meal Info Data set and it’s variables 
 
Preprocessing of the data 
 

In this session, we have imported the datasets. We 
have come to the dimensions and the complete information 
about the datasets. We have checked the presence of duplicate 
values. We have assigned a random constant value to the 
target variable i.e.number of orders as we have to predict that 
column after training the model. we have merged the meal 
info, fulfillment Centre,test datasets with train dataset to form 
one train dataset. We used the data.isnull().sum() to find out 
the missing values and found that there are no missing values 
in the dataset. 

 
Feature Engineering 

 
In this section, we extract some useful features from 

existing attributes that helps in improving the performance of 
prediction model. We create Some Features that are as 
follows, discount amount, 'discount percent', 
compare_week_price, compare_week_pricey/n. 
 
Exploratory Data Analysis 
 

The section includes the data visualization, after 
getting an complete understanding on the dimensions and the 
attributes of the datasets.Through EDA we can analyze every 
single variable and their nature of distribution. We did the 
Bivariate Analysis on which we plotted everysing attribute 
with target variable. so we can find the relationship between 
independent and the target variable and can draw some useful 
inference. 
 
Encoding Categorical Variables 
 

The encoding of the categorical variables is essential 
as the machine learning models gives better prediction result 
with continuous and numerical variables. The complete 
removal of categorical variables would lead to loss of 
information. Here we used get_dummies() method to convert 
each category of a variable to a number. 
 
Predictive Modeling 
 

The most crucial stage and the heart of the project is 
the predictive modeling using machine learning algorithms. 
We used the Linear Regression Model, Xgboost, LightBoost 
regressor, Catboost Regressor and Random forest Algorithms 
implementing the project. We have scikit learn package and 
did the test train split to train the model and tested the montest 
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dataset.The algorithms and the models build using them are 
briefed in Module description session. 

 
Evaluation metric is the vital part of building a 

effective model as we get feedback from this metrics to 
improve the model further. Here, we used the RMSE (Root-
Mean Squared Error) as evaluation metric. 
 

 
 
Root Mean Squared Error(RMSE):is the square root of the 
mean of the squared errors. 
 
System Working 

 
The implementation of the predictive modeling of 

Food Demand Forecasting undergoes several steps to give the 
accurate prediction. We used the RMSE (Root-Mean square 
error) as the evaluation metric of the model. Linear 
Regression, Xgboost, LightBoost regressor, Catboost  
Regressor and Random Forest Algorithms are used to build 
the model. The less the RMSE values, the more accurate is the 
prediction model. 

 
IV. RESULTS 

 
Data Visualization 
 

 
Fig 4 no_of_orders vs week plot 

 
The Above Fig 4 shows that week 62 received low 

number of orders and week 5 and 48 received the highest 
number of orders. 

 
Fig 5 no_of_orders vs center_type plot 

 
The above Fig 5 shows that Centre of Type_A has highest 
orders and Type_c have least orders. 
 

 
Fig 6 no_of_orders vs center_id 

 
Previously when we analysed the target variable vs 

centre_type, type_a centre type receives a greater number of 
orders but in Fig 6 we can see that centre_id 13 that belongs to 
center_type B receives a greater number of orders 
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Fig 7 center_type vs no_of_centers 

 
In the above Fig 7 it is observed that there are a 

greater number of centres of the type_As it resulted in greater 
number of orders in this type,but analysed individually the 
highest orders placed in other centre_id of type_B can be 
concluded. 
 

 
Fig 8 num_orders vs discount 

 
Here in the above Fig 8, we can observe there is no 

good relation between number of orders and discount. 
 

 
Fig 9 Pie Chart with no of order for each category 

 
In the above Fig 9 the variation of cuisines can be 

observed as the total number of orders in each category. 
 

 
Fig 10 Category of foods vs no of orders 

 
In the above Fig 10 we can observe that beverages 

have the high number of orders and the biryani have the least 
number of orders 
 

 
Fig 11 Subplot of cuisine category vs count 
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From the above Fig 11 we can observe that the rice 
bowl of Indian cuisine has the highest count of orders history 
and the biryani has the least count. 
 

 
Fig 12 No of orders per region 

 
From the above Fig 12 it is observed that the region 

with code 56 has the highest number of orders and the region 
with code 35 has the lowest number of orders. 
 

 
Fig 13 meal_id vs no_of_order 

 
If we observe the Fig 13 there is not much observable 

difference in the meal_id and the number of orders. meal_id 
with 2290 received the highest number of orders. 

 
Fig 14 city vs no_of_orders in that city 

 
On analysing the Fig 14 the number of orders we can 

observe that the city id with 590 has a greater number of 
orders and that is 2 times of order compared to second highest. 
 
Comparison of RMSE values of Different Models is shown in 
Table 1 
 

Table 1 

 

 

 
 

RMSE score obtained on testing the model with test 
dataset is tabulated in the Table 2. We have submitted the 
obtained csv prediction files and the table below depicts the 
scores. 
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Table 2 

 

 
 

V. CONCLUSION 
 

In the Present era of the growing business world, 
every company has to focus on each and every input and result 
obtained. Making an Analysis of their business can give a 
good profit and result. Using this Analysis, they can make 
changes in the way of development and can satisfy their 
customers. Broad examination around there at the big business 
level is occurring for precise deals forecast. As the profit made 
by an organization is straight forwardly relative to the precise 
expectations of deals, the companies want more exact forecast 
calculation with the goal that the organization won't su�er any 
misfortunes. 

 
In our project, the company is Food Delivery Service 

Company. To run their business without any loss one of the 
vital aspects is to maintain the stock properly. Here, we 
developed a predictive model that predicts the number of 
orders using Linear Regression, XGBoost, Catboost 
Regressor, Light Boost Regressor, and the Random Forest 
Algorithms. In comparison of results of this model Catboost 
regressor model-2 has given the best prediction results with 
the least RMSE value. 

 

Through this prediction model, they can get a better 
idea regarding the number of orders received in the upcoming 
weeks and they can plan the stock accordingly. If the number 
of orders is more for a particular, they can purchase those 
rawer materials needed for that meal and if the number of 
orders is less, they can decrease the raw material related to 
those meals. In this way, our prediction model can help the 
food delivery company to plan their stock accordingly and 
satisfy their clients. 
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