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Abstract- The goal of this paper, is to recuperate a high-

resolution image from a low-resolution input. To make this 

goal possible, we will be deploying the super-resolution 

convolutional neural network (SRCNN) using Keras. As the 

title endorses, the SRCNN is a deep convolutional neural 

network that learns end-to-end mapping of low resolution to 

high resolution images. As an outcome, we can use it to 

recover the image quality of low-resolution images. To 

estimate the performance of this network, we will be using 

three image quality metrics: peak signal to noise ratio 

(PSNR), mean squared error (MSE), and the structural 

similarity (SSIM) index. High resolution images are essential 

in medical imaging for diagnosis. Numerous applications 

require zooming of a specific area of interest in the image 

wherein high-resolution images becomes vital, e.g. Crime 

investigations, surveillance, forensic, medical imaging and 

satellite imaging applications. However, high resolution 

images are not always accessible. By using our proposed 

model, we can overcome all the problems. The proposed work 

is later uploaded to the cloud to make it available to the 

public. 

 

Keywords- Convolutional Neural Networks (CNN); Super-

Resolution; SRCNN; 

 

I. INTRODUCTION 

 

 Today, Big Data brings paybacks to many areas of 

scientific research. Though, processing these huge volumes of 

data frequently requires extensive computing time and a large 

storage space. In traditional super resolution methods global 

feature analysis is well-thought-out to be universal, but this is 

not applicable to Big Data. Concentrating on useful 

information can make the gigantic data analysis possible and 

more effective. Using general and significant information and 

by considering imperative regions, here we propose a new 

super resolution approach. The training process is performed 

on the significant parts of the training data set under the 

framework of a convolutional neural network, and the 

reconstruction process considers significant parts separately 

then, according to each different demanda super resolution 

image will be obtained.  

The proposed concept is easy to understand, but it 

can be achieved only through the Big Data approach with 

many alike images on the internet and the effective deep 

learning algorithm. To obtain a high-resolution reconstructed 

image it requires lots of testing time in the available 

technologies but experiments has proven that our new 

approach can reduce the testing time and obtain a high-

quality/high resolution reconstructed image. 

 

The vital role of the proposed work is to generate a 

higher resolution image from lower resolution images. High 

resolution image provides a high pixel density and thus more 

details about the original scene/image. The necessity for high 

resolution is common in computer vision applications to 

improve the performance in pattern recognition and analysis 

of images. High resolution images play a major role in 

medical imaging for diagnosis. Several applications require 

zooming of a specific area of interest in the image in which 

high resolution becomes crucial, e.g. forensic, surveillance and 

satellite imaging applications. The proposed SRCNN has 

several interesting properties. First, its structure is consciously 

designed with easiness in mind, and still provides higher 

accurateness compared with state-of-the-art example-based 

methods. Figure 1.1 shows a comparison on an example. 

Second, our method achieves fast speed for practical on-line 

usage even on a CPU with reasonable numbers of filters and 

layers. Compared to other example-based method sour method 

is quicker, as it is completely feed-forward and there is no 

need to solve any optimization problem on usage. Third, the 

experimentation results show that the restoration quality of the 

network can be further improved when(i) larger and more 

diverse datasets are available, and/or (ii) a larger and deeper 

model is used. 
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Fig. 1.1: The proposed Super-Resolution Convolutional 

Neural Network (SRCNN) overcomes the bicubic standards 

by just a few training iterations, and performs better than the 

sparse-coding-based method (SC) [9], [10] with moderate 

training. The performance can be improved with more training 

iterations. The proposed method provides visually 

enhanced/reconstructed image. 

 

Furthermore, to achieve improved super resolution 

performance the proposed network can cope with three 

channels of color images simultaneously.  

 

Overall, there are three main contributions of this study and 

they are in three aspects:  

 

1) A convolutional neural network for image super-

resolution, where the end-to-end mapping between 

low and high-resolution images is directly learnt by 

the network, with slight pre/post processing beyond 

the optimization. 

2) The guidance for the design of the network structure 

is provided by establishing a relationship between our 

deep learning-based SR method and the traditional 

sparse-coding-based SR methods.  

3) To achieve good speed and quality in the classical 

computer vision problem of super resolution, deep 

learning is very useful. 

A preliminary version of this work was presented 

earlier [12]. The proposed work adds some improvement to 

the initial version in substantial ways. Firstly, in the non-linear 

mapping layer we are introducing a larger filter size and 

explore deeper structures by adding nonlinear mapping layers, 

by doing so we improve the SRCNN. Secondly, extending the 

SRCNN color processing channels to three color channels 

(either in YCbCr, RGB, BGR color space) concurrently. 

Experimentally, we demonstrate that performance can be 

upscaled in comparison to the single-channel network. 

Thirdly, instinctive explanations and significant new analysis 

are appended to the initial results. We also extend the original 

experiments from Set5 [11] and Set14 [13] test images to 

BSD200 [14] (200 test images). Furthermore, using different 

evaluation metrics we confirm that our model out performs 

when compared with numerous recently published methods. 

 

II. RELATED WORK 

 

2.1 Image Super-Resolution 

 

A category of state-of-the-art SR approaches [15], 

[16], [17], [18], [19], [20], [21] learn a mapping between 

low/high-resolution patches. These studies differ on the most 

proficient method to get familiar with a compact dictionary or 

various space to relate low/high-resolution patches, and on 

how portrayal plans can be led in such spaces. In the work of 

Freeman et al. [22], the nearest neighbor (NN) of the input 

patch is found in the low-resolution space, with its 

corresponding high-resolution patch which is used for image 

reconstruction and the dictionaries are directly presented as 

low/high-resolution patch pairs. Chang et al. [23]introduce a 

manifold embedding technique as an alternative to the NN 

strategy. In Yang et al.’s work [17],[18] the nearest neighbor 

(NN) facilitates to a more accurate sparse coding formulation. 

The sparse coding-based method with its numerous upscaled 

features [25], [26] are amid the state-of-the-art super 

resolution (SR) methods these days. In the above methods, the 

patches are essential for optimization process, the patch 

extraction and aggregation steps are well-thought-out as 

pre/post-processing and handled distinctly. 

 

2.2 Convolutional Neural Network. 

 

Convolutional neural networks (CNN) date back 

decades [28] and due to its success in image classification 

[27], [29] it has shown huge popularity. They have also been 

successfully applied to other computer vision fields, such as 

object detection [30], [31], [32], face recognition [33], and 

pedestrian detection [34]. There are numerous factors which 

are of vital importance in this progress: (i) the efficient 

training implementation on modern powerful GPUs [29], (ii) 
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the proposal of the Rectified Linear Unit (ReLU) [35] which 

makes convergence much faster while still presents good 

quality [29], and (iii) the easy access to an abundance of data 

(like ImageNet [4]) for training larger models. Our method 

also benefits from these improvements. 

 

2.3 Deep Learning for Image Restoration. 

 

There has been a couple of studies witnessing image 

reconstruction utilizing deep learning techniques. The multi-

layer perceptron (MLP), whose all layers are fully-connected, 

is applied for natural image denoising [2]and post-deblurring 

denoising [1]. Which is more closely related to our work, the 

convolutional neural network is applied for natural image 

denoising [36] and removing noisy patterns (dirt/rain) [37]. 

These restoration issues are pretty much denoising-driven. Cui 

etal. [38] On the contrary, the image super-resolution problem 

has not witnessed the usage of deep learning techniques to the 

best of our knowledge. 

 

III. PROPOSED SYSTEM 

 

3.1 Architecture 

 

 
Fig 3.1: The proposed architecture diagram of Super 

Resolution Convolutional Neural Network with third party 

applications and web services. 

 

The main goal of the proposed work is to deploy this 

model onto the cloud to make it available to the public, where 

it can be used and operated at ease. Data access layer exposes 

all the possible operations on the database to the outside 

world. It consists POJOs, Utils, DAO classes, DAO interfaces 

as internal components. All the remaining modules in the 

proposed work will be interacting with the DAO layer 

according to their data access needs. The account operations 

module delivers the subsequent functionalities to the end 

users. Register/signup a new account, Login and Logout, Edit 

the existing Profile, Change Password, Forgot Password and 

receive the current password over an email, Delete an existing 

Account. To provide the above functionalities the account 

operations module will be re-using the DAO layer. 

We implement a deep learning method for single 

image super-resolution (SR). Our method directly learns an 

end-to-end mapping between the low and high-resolution 

images.  

 

This mapping is indicated as a deep convolutional 

neural network (CNN) that takes the low-resolution image as 

input and yields the high-resolution one. We perform Training 

and Testing the model for accuracy. Moreover, the model will 

be trained using numerous datasets and tested for finding the 

accuracy of the model. Optimization will be done to improve 

the accuracy if needed. In machine learning, the usual task is 

to study and construct the algorithms that can learn from and 

make predictions on data. 

 

In Web service implementation we implement the 

web services to expose the model to the outside world. We 

implement RESTful APIs for exposing the model to other 

apps/clients. 

 

A third-party application has been implemented to 

demonstrate the usage of the web services to the customers. In 

this application, we implement four steps 

 

User Identity: We collect the user’s first name and the last 

name. 

 

Contact Information: We collect the email ID and mobile 

number of the client. 

 

Proof:  We will send an OTP to customer and ask them to 

enter it to prove the identity. 

 

Execution:  User uploads an input image here and clicking on 

Run button will invoke the web service implemented.  

 

The downloadable image link will be displayed back 

to the client once the result is available 

 

We can use the proposed work to enhance the quality 

of the degraded or low-resolution images. We will be utilizing 

three image quality metrics to measure the performance of the 

model and they are: Peak Signal to Noise Ratio (PSNR), Mean 

Squared Error (MSE) and Structural Similarity Index (SSIM). 

Additionally, in this work we will be pre and post processing 

our images by using OpenCV, the open Source Computer 

Vision Library. It was originally developed by Intel and is 

utilized for numerous real-time computer vision applications. 

Here, the images are often converted back and forth between 

the three-color channels i.e. BGR, RGB and YCrCb color 

spaces. Since the SRCNN network was trained on the 
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luminance (Y) channel in the YCrCb color space and hence 

this process becomes essential. 

 

In this work, we will be performing the following tasks: 

 Usage of the PSNR, MSE, and SSIM image quality 

metrics, 

 Processing the images using OpenCV, 

 Conversion between the RGB, BGR, and YCrCb color 

spaces, 

 Building deep neural networks in Keras, 

 Deploying and evaluating the SRCNN network 

 

3.2 Various divisions in the project 

 

 User Profile Operations. 

 Implementation of SR-CNN Algorithm for image super 

resolution. 

 Training and Testing the model for accuracy. 

 Implementation of RESTful APIs for exposing the model 

to other apps/clients. 

 User Interface design for the model. 

 Cloud based deployment process of the model. 

  

IV. CONVOLUTIONAL NEURAL NETWORKS FOR 

SUPER-RESOLUTION 

 

4.1 Formulation 

 

Considering the initial work [56], we are going to 

upsize a given low-resolution image or input into desired size 

through bicubic interpolation and this is the only pre-

processing we perform. Now, let us consider the interpolated 

image as Y and the goal is to recover from Y an image F(Y) 

that is very similar to the original image but in high-resolution 

image X.To keep it simple, Y is called low-resolution" image, 

though it has the same size as X i.e. "high-resolution" image. 

The mapping F consists of three operations [56]: 

 

1) Patch extraction and representation: By performing 

this operation, the patches (overlapping) are extracted 

from the image Y i.e. "low-resolution" image. Later, each 

extracted patch is represented as a high-dimensional 

vector. These high-dimensional vectors consist of set of 

feature maps, of which number equals to the 

dimensionality of the vectors. 

2) Non-linear mapping: In this operation each high-

dimensional vector which is obtained in patch extraction 

is non-linearly mapped to another high-dimensional 

vector. Each high-dimensional vector is the representation 

of a high-resolution patch. These vectors consist another 

set of feature map.  

3) Reconstruction: Here, the above high-resolution patch-

wise representations are summed up to generate the high-

resolution image. The generated high-resolution image is 

expected that it should be similar to the original image. 

 

A reference diagram is shown in Figure 4.1. 

 

4.1.1 Patch extraction and representation 

 

A widespread approach in image restoration (e.g., 

[40]) is densely extracting the patches and then representing 

them by a set of bases such as PCA, DCT, Haar, etc. which are 

pre-trained. This is similar to convolving the image by a set of 

filters. With respect to our design, to optimize the network we 

involve the optimization of these bases. Hence, the first layer 

of the design is expressed as an operation F1: 

 

F1(Y) = max (0, W1 ∗ Y + B1),   (1) 

 

where W1 and B1 represent the filters and biases 

respectively, and‘∗’ denotes the convolution operation. Here, 

W1 corresponds to n1 filters of support c×f1 ×f1, where c is 

the number of channels in the input image, f1 is the spatial 

size of a filter. Intuitively, W1 applies n1 convolutions on the 

image, and each convolution hasa kernel size c × f1 × f1.Here 

the output which we get is composed of n1 feature maps. B1 is 

an n1-dimensional vector, who’s each element is associated 

with a filter. Furthermore, we are going to apply the Rectified 

Linear Unit (ReLU, max (0, x)) [35] on the filter responses. 

 

4.1.2 Non-linear mapping 

 

In the first layer [56], we extract an n1-dimensional 

feature for each patch. Further in the second operation, we are 

going to map each of these n1-dimensional vectors into an n2-

dimensional one. This is similar to applying n2 filters which 

have a trivial spatial support 1 × 1. This interpretation is only 

valid for 1×1 filter. However, it is easy to simplify to larger 

filters like 3 × 3 or 5 × 5. 

 
Fig 4.1: Given a low-resolution image Y, the first 

convolutional layer of the SRCNN extracts a set of feature 

maps. The second layer maps these feature maps nonlinearly 

to high-resolution patch representations. The last layer 

combines the predictions within a spatial neighborhood to 

produce the final high-resolution image F(Y). 
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Considering these circumstances, the non-linear mappingis not 

on a patch of the input map instead, it is on a 3 × 3 or 5 × 5 

“patch” of the feature. The operation of the second layer is: 

 

F2(Y) = max (0, W2 ∗ F1(Y) + B2),(2) 

 

Here [56] W2 contains n2 filters of size n1 ×f2 ×f2, 

and B2 is n2-dimensional. Each of the output i.e. n2-

dimensional vectors is conceptually a portrayal of a high-

resolution patch that will be utilized for reconstruction. It is 

possible to add more Givenconvolutional layers to increase the 

non-linearity. But this can increase the complexity of the 

model (n2 × f2 × f2 × n2 parameters for one layer), and thus 

demands more training time.  

 

4.1.3 Reconstruction 

 

In the traditional methods [56], the predicted 

overlapping high-resolution patches are often averaged to 

produce the final full image. The averaging can be considered 

as a pre-defined filter on a set of feature maps (in which each 

position is the “flattened” vector form of a high-resolution 

patch). And by this, we will define a convolutional layer to 

produce a high-resolution image:  

                                 

F(Y) = W3 ∗ F2(Y) + B3.                          (3) 

 

W3 corresponds to the c filters of size n2 × f3 × f3, 

and B3 is a c-dimensional vector. If the high-resolution 

representational patches are in the image domain (i.e., we can 

simply reshape each representation to form the patch), we 

expect it to act like an averaging filter, if the representation 

patches are in some other domains (e.g., coefficients in terms 

of some bases), we expect that W3 behaves like first 

projecting the coefficients onto the image domain and then 

averaging. Either way, the W3 is a set of linear filters. Even 

though the above three operations are motivated by different 

intentions, they all lead to the same form as a convolutional 

layer. All three operations will be put together to form a 

convolutional neural network. In the proposed model, all of 

the weights and biases representing filters are to be optimized. 

Though the overall structure is very compact, the proposed 

SRCNN model is carefully developed with widespread 

experience which in turn resulted from significant progresses 

in super-resolution [41], [42]. We have detailed the 

relationship in the next section. 

 

4.1.4 Loss Function 

 

Here, the loss functions are used to measure the 

difference between the High-Resolution image generated and 

the ground truth High Resolution image. This difference or the 

error will be then used to optimize the supervised learning 

model. A several classes of loss functions will exist, where 

each of them will penalize a different aspect of the generated 

image. Often, more than one loss function will be used for 

weighting and summing up the errors obtained from the loss 

function individually. This will enable the proposed model to 

focus on aspects contributed by multiple loss functions 

simultaneously. 

 

4.2 Relationship with Sparse Coding 

 

We show that the sparse-coding based SR methods 

[41], [42] can  

 

 
Fig 4.2: An illustration of sparse-coding-based methods in the 

view of a convolutional neural network. 

 

be viewed as a convolutional neural network. Figure 

4.2 shows can an illustration. In the sparse-coding-based 

methods, let us consider that an f1 × f1 low-resolution patch is 

extracted from Sign [43], will first project the patch onto a 

(low-resolution) dictionary. We can apply n1 linear filters (f1 

× f1) on the input image, only if the dictionary size is n1. It is 

shown as the left part of Figure 4.2. The n1 coefficients will 

be processed by the sparse coding solver iteratively. n2 

coefficients will be the output of this solver, and here in the 

case of spare coding usually n2 = n1. The output of the n1 

coefficients i.e. n2 coefficients, will be the representation of 

the high-resolution patch. Therefore, the sparse coding solver 

behaves as a special case of a non-linear mapping operator, 

whose spatial support is 1 × 1. Have a look at the middle part 

of Figure 4.2. The sparse coding solver is an iterative 

algorithm since it is not a feed-forward. But the non-linear 

operator is fully feed-forward and can be computed efficiently. 

The non-linear operator can be considered as a pixel-wise 

fully-connected layer, if we set f2 = 1. To note this, “the 

sparse coding solver" in SRCNN refers to the first two layers, 

but not only the second layer or the activation function 

(ReLU). Hence, the nonlinear operation in SRCNN is also 

well optimized through the learning process.  

 

The n2 coefficients after sparse coding are projected 

to another dictionary (high-resolution) to produce a high-

resolution patch. Then the high-resolution patches which are 
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overlapping are averaged. As we have mentioned, this is 

equivalent to linear convolutions on the n2 feature maps. The 

sparse-coding based SR method can be viewed as a kind of 

convolutional neural network (but with a different non-linear  

mapping through the discussions we have made. But in the 

sparse-coding-based SR methods, not all operations have been 

considered in the optimization. In our convolutional neural 

network, the low-resolution dictionary, high-resolution 

dictionary, non-linear mapping, also with mean subtraction 

and averaging, are all involved in the filters to be optimized. 

Hence, we can tell that our method optimizes an end-to-end 

mapping that consists of all operations. 

 

The above relation can also help us to design hyper 

parameters.  For example, we can set the filter size of the last 

layer to be smaller than that of the first layer, and hence we 

depend more on the central part of the high-resolution patch.  

We can also set n2 < n1 because it is expected to be sparser. A 

typical and basic setting is f1 = 9, f2 = 1, f3 = 5, n1 = 64, and 

n2 = 32 (we evaluate additional settings in the experiment 

section). Through the estimation we got to know that high-

resolution pixel utilizes the information of (9 5 − 1)2 = 169 

pixels. Clearly, the information exploited is comparatively 

larger than that used in existing approaches for reconstruction, 

e.g., using (5 5−1)2 = 81 pixels5 [44], [42]. And hence we can 

say that, this is one of the reasons why the SRCNN gives 

predominant performance. 

 

4.3 Model Training 

 

Here, the model will be trained using the datasets and 

tested for finding the accuracy of the model. Optimization will 

be done to improve the accuracy if needed. In machine 

learning, a common task is the study and construction of 

algorithms that can learn from and make predictions on data. 

Such algorithms work by making data-driven predictions or 

decisions, through building a mathematical model from input 

data. The data used to build the final model usually comes 

from multiple data sets. In particular, three datasets are 

commonly used in different stages of the creation of the 

model. The model is initially fit on a training dataset, that is a 

set of examples used to fit the parameters (e.g. weights of 

connections between neurons in artificial neural networks) of 

the model. 

 

V. EXPERIMENTS 

 

First, we study the impact on the performance of the 

model by using different datasets. Next, we examine the filters 

that are learnt by our approach. We then inspect different 

architecture designs of the network, and also studying the 

relationship between super-resolution performance and factors 

like depth, number of filters, and filter sizes. Eventually, we 

compare our proposed model with the recent state-of-the-art 

approaches both quantitively and qualitatively. Following 

[45], super-resolution is only applied on the luminance 

channel (Y channel in YCbCr color space), so c = 1 in the 

first/last layer, and performance (e.g., PSNR and SSIM) is 

evaluated on the Y channel. Lastly, we extend the network to 

cope with color images and evaluate the performance on 

different channels. 

 

5.1 Training Data 

 

As we have told in the introduction, deep learning is 

benefitted from big data training. To compare, we use a 

relatively small training set [46], [42] that consists of 91 

images, and considerably a large training dataset that consists 

of 395, 909 images from the ILSVRC 2013 ImageNet 

detection training partition. The size of the training sub-

images is i.e. fsub = 33. Therefore, the 91-image dataset can be 

disintegrated into 24,800 sub-images, which are taken out 

from original images with a stride of 14.  Even using a stride 

of 33 the ImageNet provides over 5 million sub-images. Here, 

we use only the basic network setting, i.e. f1 = 9, f2 = 1, f3 = 

5, n1 = 64, and n2 = 32. We use the Set5 [47] as the validation 

set. Even if we use the larger Set14 set [48] We observe a 

similar trend. The upscaling factor is 3. We use the sparse-

coding-based method [42] as our baseline, which achieves an 

average PSNR value of 31.42 dB. 

 

Since the number of backpropagations is the same, 

the training time on ImageNet is same as the 91-image dataset. 

The SRCNN + ImageNet achieves 32.52 dB, higher than 

32.39 dB yielded by that trained on 91 images with the same 

number of backpropagations (i.e.,8 × 108). If we observe, the 

results show that the performance of the SRCNN can be 

further boosted using a larger training dataset. Nevertheless, 

we adopt big data approach, which contains more diverse data. 

 

5.2 Comparison with State-of-the Art Approaches 

 

 
Fig. 5.1: The test convergence curve of SRCNN and results of 

other methods on the Set5 dataset. 
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Here, we portray the quantitative and qualitative 

analysis as well as results of our proposed method by 

comparing it with state-of-the-art approaches in all the 

experiments. Note that the results of our SRCNN are based on 

the checkpoint of 8 × 108 backpropagations. Specifically, the 

average gains [56] on PSNR achieved by SRCNN are 0.15 dB, 

0.17 dB, and 0.13 dB, higher than the next best approach for 

the upscaling factor 3. A+ [50], on the three datasets. When 

we take a look at other evaluation metrics, we get to know that 

bicubic interpolation on IFC and NQM stands higher 

compared to SC. Obviously the aftereffects of SC are more 

outwardly satisfying than that of bicubic introduction. This 

signifies that these metric does not tell the reality of te image 

quality. But the SRCNN achieves the best performance among 

all methods and scaling factors regardless of these two 

metrics. 

 

5.3 Running time 

 

Fig. 5.2 shows the comparison between running time 

and several state-of-the-art methods, also with their restoration 

performance on Set14from the corresponding authors 

MATLAB+MEX implementation, whereas ours are in pure 

C++. 

 

 Since all images go through the same number of 

convolutions, the processing time of our proposed method is 

highly linear to the test image resolution. Our strategy is 

constantly an exchange off among performance and speed. On 

the vison of portraying it, we train three networks for 

comparison, which are 9-1-5, 9-3-5, and 9-5-5.By doing this 

 

 
Fig. 5.2: The proposed SRCNN achieves the state of-the-art 

super-resolution quality, whilst maintains high and 

competitive speed in comparison to existing external example-

based methods. The chart is based on Set14 results 

summarized in Table 2. 

 

By doing this we got to know that the fastest network 

is 9-1-5, while it still achieves better performance than the 

next state-of-the-art A+. In comparison with 9-1-5 network 

Other methods are even slower. Our method is completely 

feed-forward but other methods need to solve complex 

optimization problems on usage (e.g., sparse coding or 

embedding). The 9-5-5 network achieves the best performance 

but it requires very long running time. The test-time speed of 

our CNN can be additionally quickened from numerous ways, 

e.g., approximating or simplifying the trained networks [51], 

[52], [53] with possible slight degradation in performance. 

 

5.4 Experiments on Color Channels 

In the previous methods, to resolve color images we follow the 

conventional approach i.e. we first convert the color images 

into YCbCr space. Super Resolution algorithms are applied 

only on the Y channel, but the Cb, Cr channels are upsized 

through bicubic interpolation. If we jointly consider all the 

three channels in the process, we can improve the performance 

of the super-resolution. 

 

Without making any changes to the learning 

mechanism and network design, our method can accept more 

channels. To be precise, by setting the input channels to c = 3 

it can simultaneously deal with three channels. In the 

following experiments, we tryout numerous training strategies 

for color image super-resolution also evaluate their 

performance on different channels. 

 

5.5Implementation details. 

 

The training is performed on the 91-image dataset, 

and testing is conducted on the Set5 [47]. The network settings 

are: c = 3, f1 = 9, f2 = 1, f3 = 5, n1 = 64, and n2 = 32. Here we 

only evaluate the performance of upscaling factor 3, as we 

have proved the effectiveness of SRCNN on different scales. 

 

 
Fig. 5.3: The test convergence curve of SRCNN and the result 

of DNC on the Set5 dataset. 

 

We compare our method with the state of-art color SR method 

– KK [54], [56]. 

  

 Y only: This is basically a base method where c=1 i.e. it’s 

a single-channel network trained only on luminance 

channel. And using bicubic interpolation, the other 

channels i.e. Cb, Cr are upsized. 
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 YCbCr: The training is performed by considering the 

three channels of the YCbCr space.  

 Y pre-train: First, as the loss to pre-train the network we 

only use the MSE of the Y channel only to guarantee the 

performance on the Y channel. Then to fine-tune the 

parameters, we employ the MSE of all channels.  

 CbCr pre-train: As the loss to pre-train the network, we 

use the MSE of the Cb, Cr channels, then fine-tune the 

parameters on all channels.  

 RGB: The training is performed on the three channels of 

the RGB space. 
 

Table 1: The average results of PSNR (dB), SSIM, IFC, 

NQM, WPSNR (dB) and MSSIM on the Set5 dataset. 

 
 

Table 2: The average results of PSNR (dB), SSIM, IFC, 

NQM, WPSNR (dB) and MSSIM on the Set14 dataset. 

 

 
Fig.5.4: The “butterfly” image from Set5 with an upscaling 

factor 3. 

 
Fig.5.5: The “zebra” image from Set14 with an upscaling 

factor 3. 

 

VI. CONCLUSIONS 

 

We have presented a novel deep learning approach 

for Super-Resolution Convolutional Neural Network 

(SRCNN) which is deployed over the web to make it available 

to the public and also this is advantageous over other state-of-

the-art approaches. We have shown that sparse-coding-based 

SR methods can also be redeveloped into a deep convolutional 

neural network. The proposed approach i.e. SRCNN, learns an 

end-to-end mapping between low and high-resolution images, 

with little extra pre/post-processing beyond the optimization. 

Since it has a lightweight structure, the SRCNN has shown a 

remarkable performance than the state-of-the-art approaches. 

We estimate that by exploring more filters and different 

training strategies additional performance can be further 

gained. With its advantages of lightweight design, robustness 

and easy availability over cloud makes this work portable and 

east to use. This work is very useful in upscaling the degraded 

images taken by the satellite and can play a vital role is 

solving some of the crime investigations etc. this work can 

still be trained and extended to medical imaging. The 

experiment results show that the super resolution image 

reconstructed with proposed method is superior to the other 

methods considered from both subjective and objective 

perspectives. 
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