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Abstract- In video and still image camera noise and blurring 
of images is often seen. Image noises can be removed using 
various classes of filters. In case of mixed noises filter cannot 
eliminate noise completely. To remove such noises pdf 
estimation of noises becomes important. Blurring of images is 
another degrading factor and when image is corrupted with 
both blurring and mixed noises de- noising and de-blurring of 
image is very difficult. In this paper, Gauss-Total Variation 
model (G-TV model) is discussed and results are presented 
and it is shown that blurring of image is completely removed 
using G-TV model, however, image corrupted with blurring 
and mixed noise cannot be completely recovered. 
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I. INTRODUCTION 
 
 For the past recent decades, Image denoising has 
been analysed in many fields such as computer vision, 
statistical signal and image processing. It facilitates a 
appropriate base for the analysis of natural image models and 
signal separation algorithms. Moreover, it also turns into an 
essential part to digital image acquiring systems to improve 
qualities of image. These two directions are vital and will be 
examined in this paper. 

 
Among the present work of image denoising, a major 

portion assumes additive white Gaussian noise (a.k.a. AWGN) 
and taken off the noise independent of RGB channels. 
Although, the level and type of the noise produced by digital 
cameras are not known if the camera brand and series along 
with settings of the camera (ISO, speed, shutter, aperture and 
flash on/off) are unknown, e.g., digital pictures with 
exchangeable image file format (EXIF) metadata lost. In the 
mean time, the color noise statistics is dependent of the RGB 
channels due to the demosaic process embedded in cameras. 
Hence, the present denoising way are not genuinely automatic 
and are not able to remove color noise in an effective way. 
This avoids the techniques of noise removal from being 
basically applied to digital image denoising and improving 
applications. 

 

It is required by some image denoising software that 
the user specifies a number of smooth image regions for the 
estimation of the noise level. This inspired us to adopt a 
segmentation-based method to automatically evaluate the level 
of noise from a single image. The image brightness is a factor 
on which noise level depends, and we propose the evaluation 
of the upper bound of a noise level function (NLF) from the 
image. The partition of image is done into piecewise smooth 
regions in which the standard deviation is an overestimate of 
noise level and the mean is the estimate of brightness. The 
initial of the noise level functions are understood by 
simulating the digital camera imaging process, and are utilized 
to help assessing the curve effectively at the missing data. 

 
As separating signal and noise from a distinct input is 

fully under-constrained, it is in theory not possible to totally 
resume the original image from the noise corrupted 
observation. 
 

The fundamental criterion in the denoising of image 
is therefore to safeguard image features to the maximum 
possibility while the noise elimination. There are various 
principles we need to coordinate in designing image denoising 
algorithms. 

 
(a) The smoothness of the perceptually flat regions should be 

maximum. Noise should be totally expelled from these 
regions. 

(b) The boundaries of image should be well preserved. This 
implies the boundary should not be either sharpened or 
blurred. 

(c) The details of the texture should be preserved. This is one 
of the extremely hardest criteria to match. As image 
denoise algorithm constantly tends to smooth the image, 
it is quite easy to lose details of the texture in denoising. 

(d) The preservation of global contrast should be maintained, 
or the low-frequencies of the denoised and input images 
should be similar. 

(e) Artifacts should not be produced in the denoised image. 
 
The global contrast is most likely the simplest to match, 
though a portion of the rest principles are nearly incompatible. 
For instance, (a) and (c) are extremely hard to be tuned 
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together as a lot of denoised algorithms couldn’t recognize flat 
and texture regions from a single input image. Principle (e) is 
of very importance. For example, wavelet-based denoising 
algorithms have a tendency to create ringing artifacts In an 
ideal way, the very same image model should be used for both 
denoising and noise estimation. 
The tunsharp image area created by subject movement or 
camera, inaccurate focusing, or the use of an aperture that 
provides shallow depth of field is termed as blur. The Blur 
impacts are filters that smooth transitions and reduce contrast 
by averaging the pixels next to hard edges of defined lines and 
areas where there are valuable color transition. 
  
Gaussian Blur 
 

Gaussian Blur is that pixel weights aren't equal - 
according to a bell-shaped curve, they decrease from kernel 
center to edges .The effect of Gaussian Blur is a filter that 
blends a particular number of pixels incrementally, that 
follows a bell-shaped curve. The blurring is dense in the center 
while at the edge is feathers. 
 

Frequently, digital cameras have very little noise in 
their pictures. Some are worse as compared to others, yet it’s 
there. Here I’ll illustrate you an approach to dispose of that 
noise by making use of the selective Gaussian blur filter. 
 

The fundamental idea behind specific Gaussian blur 
is that the photo areas with contrast below a certain threshold 
get blurred. 
 

The composition of paper is as follows: We provide a 
statistical interpretation of the ROF model in Section 2 and 
propose a Gauss-Total Variation model (G-TV model). We 
explain the ROF model statistically and few statistical control 
parameters of noise emerge automatically, at this point one 
can notice that these parameters rely on the noise may take a 
similar part of the regularization parameter. 
 

II. RUDIN-OSHER-FATEMI (ROF) MODEL 
 

A novel version of the popular Rudin-Osher-Fatemi 
(ROF) model is presented in this work to restore image. The 
crucial point of the model is that it could recreate images with 
blur and non-uniform distributed noise. 

 
In numerous applications, the images we acquire are 

contaminated by added blur and noise. This procedure is 
frequently modeled by 

 

 
 

where f(x) is the original clean image, g(x) is the 
noticed noisy blurred image, k is the point spread function 
(PSF) and also termed as the blur kernel, n(x) is the additive 
noise and *refers to the usual convolution. 

 
The issue of reconstruction of image is to recover f(x) 

from the degraded image g(x). Traditional image recovery 
approaches are chiefly on the basis of variational techniques 
[2, 3, 4,6, 8, 9, 10, 11, 13, 17], of which the most renowned 
one is the ROF model, proposed by Rudin, Osher and 
E.Fatemi [3, 17]. A regularized solution is obtained in that 
model by minimizing the energy functional 

 

 
 

k is a known blur kernel, β > 0 is referred to as the 
stabilizing parameter, and λ > 0 is the regularization 
parameter. A number of experimental results (ref.[3, 4, 10, 12, 
17]) have illustrated the impact of these processes in 
eliminating Gaussian and uniform distributed white additive 
noise. Although, indeed, images are generally degraded by 
mixed noise with different variances, means, and even 
distributions. The traditional methods (e.g., ROF model) may 
not work well in this case. 

 
It is quite clear from the above experiments that the 

ROF model can’t work effectively when the blurred images 
are further degraded by mixed Gaussian noise. Therefore in 
order to enhance the reconstructed images quality, more 
information about such specific noise should be employed. 

 
A new approach is proposed in this paper which 

incorporates some statistical information of noise. With the 
adaptive updating of the statistical control parameters of noise, 
we could adjust the effects of denoising and deblurring and 
hence get a improved reconstruction. In the mean time, we 
propose a process of how one can adaptively find out the 
statistical parameters of noise for the restoration of the image. 

 
III. GAUSS-TOTAL VARIATION MODEL (G-

TVMODEL). 
 

A new interpretation of the ROF model is developed 
in this section that based on statistical approaches. In the 
following, we consider that the noise intensity n(x) or 
(k*f)(x)−g(x) is a random var able and all these random 
variables are not dependent and identically- distributed 
(i.i.d.)as a Gaussian distribution N(0, 2), 
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i.e., 
 

 

 
 
Algorithm 1 
 

Choose initial values of f 0   and   2 
0 

. For different 
values of n=1,2,3,4…….so on 
 

1. Evaluate f n1, under the condition 

f n1  arg min E( f , ( 2 )n ) 

2. Evaluate   2 
n1 

, under the condition 

 2 
n1  

 arg min E( f n1 , ( 2 )) 

3. Check for the convergence, if converges STOP, else go to    
STEP 1. 
 

IV. RESULTS 
 

Original Lena image considered in the experiment is 
shown in figure 1, this image is corrupted with Gaussian Blur 
with mean 25, and variance as 1, 5 and 7 respectively and 
obtained images are shown in Figure 
 

 
Fig.1 Original Lena image 

 

 
(a)                        (b)                    (c) 

Fig.2 Blurred Lena image 
 

 
(a)                                 (b) 

Fig.3(a) Blurred and (b)Recovered Lena image 
 

 
(a)                                 (b) 

Fig.4(a) Blurred and (b)Recovered Lena image 
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Fig.5(a) Blurred and (b) Blurred and Noisy image (c) 
recovered image with G-TV model with 91 iterations 

 

 
Fig.6(a) Blurred and (b) Blurred and Noisy image (c) 
recovered image with G-TV model with 991 iterations 

 
In figure 3, Lena image is corrupted with Gaussian 

blur with mean 25 and variance 3 and image is free from any 
other noise. The simulation was run for 600 iterations, and 
after 91 iterations significant improvement was found in the 
blurred image (Fig 3(b)). 

 
In figure 4, Lena image is corrupted with Gaussian 

blur with mean 25 and variance 5 and image is free from any 
other noise. The simulation was run for 600 iterations, and 
after 391 iterations significant improvement was found in the 
blurred image (Fig 4(b)). But improvement is much lesser in 
comparison to fig 3(b). 

 
In figure 5, Lena image is corrupted with Gaussian 

blur with mean 25 and variance 3 and image is corrupted with 
salt and pepper noise (50%). The simulation was run for 200 
iterations, and after 91 iterations no significant improvement 
was found in the blurred image (Fig 4(b)). In figure 6(c) 
results are obtained after 991 iterations and still improvement 
is very less. However, recovered image is much better in 
comparison to 91 iterations. 
 

V. CONCLUSION 
 

The above G-TV model is quite effective in 
reconstructing images with blur and uniform distributed noise 
without changing the regularization parameter � directly. 
However, it still could not work well when the image is 
contaminated with blur and mixed noise. As the number of 
iterations are increased obtained results improves. Moreover, 
with lesser Gaussian blur variance, image recovered in lesser 

iterations. However, as the variance increases number of 
iterations also increases which required to recover images. 
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