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I. INTRODUCTION 

 

 With each passing day, we are witnessing a rapid 

increase of sheer amount of data produced and being 

communicated in every walk of life- whether it is technology 

driven or not. This data is being produced from multiple 

sources and applications- web, knowledge bases, online 

transactions, user interactions, system logs etc, and that too in 

various formats- unstructured, semi-structured, and structured.  

 

Traditional structured data stores, like the RDBMS 

technologies, are designed to handle transactional and 

structured data. When the volume of data reaches petabytes 

and is also unstructured,  it is simply not feasible to handle  it 

with the available structured database management systems. 

Though structured large volume data access was addressed by 

Column oriented DBMS with very effi--cient performance, the 

problem of large and unstructured data remained unaddressed 

until the invention of Big Data. This is primarily because  

semi-structured or unstructured data defeats the fundamental 

RDBMS concepts like querying, indexing , and referential 

integrity etc. Also  it  does not fit in the relational theory and 

rigid schema concepts. Invention of Big Data technologies, 

mainly  Hadoop, a distributed data storage system, and 

MapReduce, a programming paradigm for massive clusters of 

distributed storage, paved a new way for addressing these 

problems. 

 

 

 
Fig 1. 

 

As illustrated in Fig 1, three V’s that characterize Big 

Data are  velocity, volume, and variety. It is essentially 

designed to handle data that is produced at a much faster rate, 

not structured to store in a table, and well beyond the tera byte 

ranges.[16] In the traditional approach, in real time, data is 

either copied from storage to memory and operated upon, or 

committed from memory to storage. This renders itself 

impractical in the case of very large amounts of data (volume) 

. What Big Data does is to store the data in different systems 

and the code is copied to those systems, while processing is 

being done in parallel.  [15]. 

 

II. BUILDING BLOCKS OF BIG DATA 

 

Let's delve into the building blocks of Big Data. The 

key building blocks of Big Data Analytics could be defined as 

Storage, Parallel Programming Paradigm and Visual 

Presentation.  
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Fig 2 

 

2.1 Distributed Storage 

 

The core of a Big Data stack is the distributed 

scalable storage file system, which has the ability to distribute 

and store data across a cluster of machines/servers. 2006 was a 

significant year, when Google researchers in OSDI’2006 

introduced, "Bigtable: A Distributed Storage System for 

Structured Data”, [2] while Doug Cutting and Mike 

Cafarella’s went a step ahead and created  Hadoop HDFS. 

These were the first ones to appear on the distributed storage 

horizon.[21,22] 

 

Architecture of  HDFS cluster contains a NameNode, 

a DataNode, and Client Machines. A NameNode is a master 

node that tracks and directs the storage of the cluster. A 

DataNode is what makes up the majority of the machines 

within a cluster. A Client Machine is responsible for loading 

data into the cluster. NameNode performs the key job of 

splitting the data files into blocks and gets them replicated and 

stored across the machines in the cluster. Thus providing fault 

tolerance, and scalability. 

 

On the other hand Google’s Bigtable is described as 

"a sparse, distributed, persistent multidimensional sorted 

map." Data is assembled in order by row key, and indexing of 

the map is arranged according to row, column keys and 

timestamps. High capacity is achieved by compression 

algorithms.[18] 

 

Other new entrants are Hbase ,mongoDB [7] and 

Cassandra. Hbase is an abstraction over HDFS, to provide 

Bigtable like capabilities to Hadoop.[7,17] Cassandra[4] 

derived its data model from Bigtable but follows Amazon’s 

Dynamo for its storage model.[3] 

 

 

2.2 Parallel Programming Model 

 

The parallel programming paradigm of Big Data is 

what taps into the power of the core distributed storage 

system, and allows for massive scalability across hundreds or 

thousands of servers in the cluster. When Big Data became 

popular and widely available with Hadoop, MapReduce was 

the first parallel programming model of the Hadoop stack. 

[19].MapReduce is basically the software framework for 

writing applications for processing vast amounts of data in-

parallel on large clusters in a reliable, fault-tolerant manner.[5] 

A MapReduce job usually splits the input data-set into 

independent chunks which are processed by the map tasks in a 

completely parallel manner. The framework sorts the outputs 

of the maps, which are then input to the reduce tasks. 

Typically both the input and the output of the job are stored in 

a file-system.[13] The framework manages the task scheduling 

and re-executes the failed tasks. But the MapReduce 

framework does not offer simpler query interface like SQL 

that is more popular with the RDBMS technology. Hive 

addressed this issue by providing a SQL like layer over 

MapReduce. Hive basically translates SQL queries into 

multiple stages of MapReduce, and it is optimized for query 

throughput. [12,14].Both Hive and MapReduce are file based 

and fault tolerant. Presto, which was open sourced by 

Facebook, differentiated it by offering memory based model, 

thus providing fast low latency but non fault tolerant  parallel 

programming model more suited for interactive queries.[21] 

 

2.3 Data Visualization 

 

Conveying the insight obtained from processing Big 

Data is an interesting functionality that is left to tools like 

Matlab, R, and GNU Octave to name a few. Various 

commercial products like, Tableau, Silk, DataWrapper are 

becoming more popular because of the intuitive graphing and 

other visual charts that they provide. 

 

III. BIG DATA ANALYTICS 

 

This new paradigm of Big Data provides a new 

opportunity, which did not exist earlier, that is the ability to 

analyze and correlate large volumes of data for analytic 

purposes. Traditional analytics, which is  the data crunching, 

question-answering phase leading up to the decision-making 

phase in the overall Business Intelligence process[11], was 

mostly done with samples of real time data, that mainly 

addressed problems of statistical nature. That is predictions 

based on a sample. The success and failure of this 

methodology depended on how precise and accurate the 

statistical model is.   

 

https://en.wikipedia.org/wiki/Doug_Cutting
https://en.wikipedia.org/wiki/Mike_Cafarella
https://en.wikipedia.org/wiki/Mike_Cafarella
https://en.wikipedia.org/wiki/Mike_Cafarella
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For example, in the field of internet security Intrusion 

Detection Systems is one of the key  component, that sits right 

behind the first wall of defense, the firewall. Usually the deep 

packet inspection role is offloaded on to the IDS system. But 

soon we found that the IDS raised lot of false positives 

because they only had limited view of the network data, and 

IDS systems are not in a position to monitor all the data.  This 

is one such an area where a Big Data Analytic model could 

play a significant role. Consider a Big Data powered security 

infrastructure that gets all the real time data fed into it, at the 

same time various attack signatures could be played in parallel 

on big clusters. That could uncover all the previously 

undetected security threats, because of lack of complete data 

and parallel processing [8,9]. 

 

What Big Data analytics brings to the table is a way 

of examining large data sets containing a variety of data types 

to uncover hidden patterns, unknown correlations, market 

trends, data security, fraud detection, customer preferences 

and other useful business information. [23,24].The analytical 

findings can lead to more effective marketing, new revenue 

opportunities, better customer service, improved operational 

efficiency, competitive advantages over rival organizations 

and other business benefits, that did not exist before with the 

conventional model.[10] 

 

IV. CONCLUSION 

 

Currently, Big Data field is ripe with various choices 

of tools and technologies, each suitable for a different set of 

applications as dictated by Cap Theorem. In this paper, we 

explained the Building Blocks of Big Data and the Big Data 

itself. We also looked at one of the key defining use of Big 

Data, Data Analytics. This novel field of Big Data Analytics is 

in its nascent stage, with plenty of research coming up and its 

various applications. One powerful application of Big Data 

Analytics would be to achieve comprehensive information 

security based on spectrum of information from various 

sources. 
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