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Abstract- Energy efficiency is increasingly important for       

future information and communication technologies (ICT), 

because the increased usage of ICT, together with increasing  

energy  costs and the need to reduce greenhouse gas 

emissions call for energy-efficient technologies that decrease 

the overall energy  consumption of computation, storage, and 

communications. Cloud computing has recently received 

considerable attention, as a promising approach for 

delivering ICT services by improving the utilization of data 

center resources. In principle, cloud computing can be an 

inherently energy-efficient technology for ICT provided that 

its potential for significant energy savings that have so far 

focused on hardware aspects, can be fully explored 

concerning system operation and networking aspects. Thus 

this paper, in the context of cloud computing, reviews the 

usage of methods and technologies currently used for energy-

efficient operation of computer hardware and network 

infrastructure. After surveying some of the current best 

practices and relevant literature in this area, this paper 

identifies some of the remaining key research challenges that 

arise when such energy-saving techniques are extended for 

use in cloud computing environments. 
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I. INTRODUCTION 

 

 In the last years, cloud computing has become more 

and more popular. This increase in popularity of cloud 

services results in higher resource demands on the provider’s 

end. More resources mean more energy consumption and thus 

higher electricity bills. There is a need to make a  cloud  

service  more profitable by reducing energy usage while at the 

same time keeping the service level for the customer. In this 

paper, we want to discuss several ways found in scientific 

literature to achieve this goal. The easiest and most obvious 

way to   save energy is to run fewer machines. This however 

comes with a trade-off. Customers expect the cloud to handle 

sudden increases in demand; as such it is not as simple as 

turning unused machines off. As result algorithms are needed 

to decide in a smart way which machines can be turned  off  

and  if new machines should be powered [1]. Moreover, to get 

empty machines to turn off, scheduling needs energy 

awareness. 

 

Since most modern machines have different power 

states, it is also an option to power on/off not directly but by 

passing through these different states. By running machines in 

a low power state, they need less energy but do not provide 

their  full capacity. But the change from one power state to its 

next is much faster than from full capacity to turn off, so 

sudden increases can easier be served [2]. 

 

II. CLOUD SERVICE MODELS 

 

We focus our attention on three cloud services - 

storage as a service, processing as a service, and software as a 

service. 

  

In the following sections, we outline the functionality 

of each of the three cloud services. Note that we use the terms 

’client’, ‘user’, and ‘customer’ interchangeably. 

 

A. Software as a Service 

 

Consumer software is traditionally purchased with a 

fixed upfront payment for a license and a copy of the software 

on appropriate media. This software license typically only 

permits the user to install the software on one computer. When 

a major update is applied to the software and a new versions 

released, users are required to make a further payment to  use 

the new version of the software. Users can continue to use an 

older version, but once a new version of the software has been 

released, support for older versions is often significantly 

reduced and updates are infrequent [3], [4], [5]. 

 

With the ubiquitous availability of broadband 

Internet, soft- ware developers are increasingly moving 

towards providing software as a service. In this service, clients 

are charged a monthly or yearly fee for access to the latest 

version of the software. Additionally, the software is hosted in 

the cloud and all computation is performed in the cloud. The 

client’s PC is only used to transmit commands and receive 

results. Typically, users are free to use any computer 

connected to the Internet. However, at any time, only a fixed 

number of instances of the software are permitted to be 
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running per user.  One example  of software as a service is 

Google Docs. 

 

When a user exclusively uses network- or Internet-

based software services, the concept is similar to a “thin 

client” model, where each user’s client computer functions 

primarily as a network terminal, performing input, output, and 

display tasks, while data are stored and processed on a central 

server. 

 

B. Storage as a Service 

 

Through storage as a service, users can outsource 

their data storage requirements to the cloud. All processing is 

performed on the user’s personal computers, which may have 

only a solid- state drive (e.g., flash-based solid-state storage), 

and the user’s primary data storage is in the cloud [6], [7], [8]. 

Data files may include documents, photographs, or videos. 

Files stored in the cloud can be accessed from any computer 

with an Internet connection at any time. However,  to modify a 

file, it must first be downloaded, edited using the user’s PC, 

and then the modified file uploaded back to the cloud. The 

cloud service provider ensures there is sufficient free space in 

the cloud and also manages the backup of data. Also, after a 

user uploads a file to the cloud, the user can grant read and/or 

modification privileges to other users. One example of storage 

as a service is the Amazon Simple Storage service. 

 
Fig. 1. The SETI@home Closet 

 

C. Processing as a Service 

 

Processing as a service provides users with the 

resources of a powerful server for specific large computational 

tasks. The majority of tasks, which are not computationally 

demanding, are carried out on the user’s PC. More demanding 

computing tasks are uploaded to the cloud, processed in the 

cloud, and the results are returned to the user. Similar to the 

storage service, the processing service can be accessed from 

any computer connected to the Internet. One example of 

processing as a service is the Amazon Elastic Compute Cloud 

service. 

 

When utilizing a processing service, the user’s PC 

still performs many small tasks and is consequently required 

to be more powerful than the “thin client ”considered in the 

software service [9]. 

 

III. IS CLOUD COMPUTING ALWAYS GREENER?  

 

As a growing number of small- and medium-sized or- 

ganizations (SMOs), such as private companies, hospitals, 

government agencies, and educational institutions, seek to 

improve the energy efficiency of their Information       

Technology (IT) operations by moving computing 

applications to an Internet-based “cloud” platform, it is 

becoming increasingly important to understand the associated 

energy and climate impacts [10]. Until now there was no 

independent analysis    to establish whether this system of 

Internet-based shared servers for multiple customers is indeed 

the most eco-friendly choice. To uncover the major factors 

determining how on- premise server rooms and cloud 

computing stack up in carbon emissions and energy savings, 

the Natural Resources Defense Council and WSP 

Environment Energy have partnered on groundbreaking 

research, examining five different scenarios with the goal of 

making it easier for companies to compare options and 

consider sustainability in their decision-making. 

 

While cloud computing is generally more energy-

efficient and has a smaller carbon footprint than on-premise 

server rooms, not all clouds are created equal: some clouds are 

greener than others. 

   

An on-premise server room that implements energy  

efficiency best practices can be a greener alternative than a 

‘brown cloud’. Ultimately, the study revealed that various 

solutions exist for SMOs looking to significantly cut energy 

waste and emissions from both on-premise server rooms and 

the ‘cloud’. 

 

IV. ENERGY SAVING MODEL FOR CLOUD 

COMPUTING 

 

Cloud computing is an “evolving paradigm ”that has 

redefined the way Information Technology based services can 

be offered. It has changed the model of storing and managing 

data for scalable, real-time, internet-based applications and 

resources satisfying end-users’ needs. More and more remote 

host machines are built for cloud services causing  more  

power dissipation and energy consumption. Over the decades, 



IJSART - Volume 7 Issue 2 – FEBRUARY 2021                                                                              ISSN  [ONLINE]: 2395-1052 
 

Page | 128                                                                                                                                                                     www.ijsart.com 

 

power consumption has become an important cost factor for 

computing resources [11]. 

 

Energy efficient Network Infrastructure in Cloud: 

 

Minimizing energy consumption in various elements of cloud 

computing such as storage and computation has already been 

given importance by the researchers but the issue of energy 

minimization in network  infrastructure  is  not  given as much 

importance. Network in  a  cloud  environment  can be of two 

types - wireless network and wired network [12].  According 

to ICT energy estimates in the radio access network consumes 

a major part of the total energy in infrastructure  and the cost 

incurred on energy consumption is sometimes compared with 

the total cost spent  on  personnel employed for network 

operations and maintenance. Jia et al. provided     a thorough 

study on routing protocols for saving energy consumption in 

sensor networks and wireless networks.   Topology Control 

Protocols such as Geographic Adaptive Fidelity (GAF) and 

Cluster-Based Energy Conservation (CEC) were also 

presented. 

 

Micro Sensor Architecture comprises four 

components- digital processing, power supply, sensing 

circuitry, and radio transceiver of which radio transceiver 

consumes maximum energy while sensing and data processing 

consume negligible energy. The sensor is always in one of the 

following states: sleeping, transmit, receive, and idle. To 

achieve energy savings, sensors need to put in the sleeping 

state as the other three states consume a considerable amount 

of energy. GAF and CEC protocols identify redundant nodes 

and turn off them to conserve energy. 

 

1) Geographic Adaptive Fidelity Protocol: In the GAF 

protocol, equivalent nodes are found out by using their 

geographical information, and then their radios are turned off 

which saves energy [13]. However, for communication 

between a pair of nodes, equal nodes may not be equal for 

communication between a different pair. This problem is 

addressed by dividing the whole network into virtual grids 

which have the property that all nodes in adjacent grids can 

communicate with each other. All nodes within a single grid 

are equivalent. 

 

Also, the nodes in the GAF protocol always switch 

among one of the three states – sleeping, discovery, and 

active. Initially, a node is in a discovery state with its radio 

turned on and it exchanges messages with its neighbors. A 

node inactive state and discovery state can switch to a sleeping 

state whenever it finds an equivalent node that can perform 

routing. 

 

2) Cluster Based Energy Conservation Protocol: One of the 

disadvantages of the GAF protocol is that it needs global 

location information which may not be available every time 

[14]. Also, it is very conservative because it guesses its 

connectivity instead of directly measuring it which leads to 

fewer energy savings. Another protocol namely Cluster-based 

Energy Conservation overcomes these disadvantages since it 

is independent of location information and it directly and 

adaptively measures network connectivity and finds network 

redundancy more accurately thus saving more energy. CEC 

operates in the following steps: 

 

(a) Determining Network Redundancy: It operates by     

organizing nodes into clusters that are overlapping. A cluster 

can be viewed as a circle around the node called cluster head 

whose radio transmission range defines  the radius of the 

circular-shaped cluster. A cluster head is defined  in such a 

way that it reaches each node in a cluster in  just one hop. 

 

Another node called gateway node interconnects two 

or more clusters is a member of multiple clusters and overall 

network connectivity is ensured by it. 

 

The third type of node in a cluster is called an 

ordinary node and is the redundant one because it neither the 

gateway node nor the cluster head. 

 

(b)Distributed Cluster formation: A cluster selects a cluster-

head and broadcast node by broadcasting discovery messages 

to its neighbors. A discovery message is a combination of the 

node ID, its cluster-ID, and its estimated lifetime. A cluster 

formation begins with the cluster head selection and then the 

gateway node selection obtained by exchanging discovery 

messages. 

 

A node having the longest lifetime selects itself as the 

cluster head and this information is a primary gateway node is 

one that can  hear  multiple  cluster  heads  and the one hearing 

the gateway node and cluster head is secondary gateway node. 

Some of the redundant gate- way nodes among multiple 

gateway nodes between two clusters are suppressed by CEC to 

conserve energy. These redundant gateway nodes are selected 

according to certain rules. Primary gateway nodes have higher 

priority and are preferred over secondary because only one 

primary node can connect adjacent clusters. Finally, redundant 

nodes are powered off after selecting cluster-heads and 

gateway- nodes thus conserving energy [15]. 

 

Energy savings in wired networks is not given as 

much    importance as compared to energy savings in wireless 

networks. Concepts applied for energy conservation in 

wireless networks cannot directly be applied in wired 
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networks such as turning the power of the node off when not 

required to save energy because of high volumes and rate of 

data traffic and further nodes need to satisfy the quality of 

constraint requirements. Also in a wired network, 60% of the 

energy consumed may   be due to peripheral devices such as 

link drivers. 

 

V. FUTURE SCOPE AND RESEARCH DIRECTION 

 

In this paper, we have consolidated all three general 

areas of power management in cloud infrastructure and a 

comprehensive study has been carried out to investigate the 

possible scope of improvements in those areas. Future scopes 

for further research are there in designing more power-

efficient hardware, scheduling algorithm, cluster configuration 

as well as energy- aware network protocols. 

 

A. Proposal based upon energy efficient scheduling 

 

Efficient virtual machine devices often come as 

proprietary hardware from different vendors. However, there 

are immense opportunities in designing more power-efficient 

scheduling algorithms and cluster configuration in the cloud 

environment. As the number of internet services and workload 

on host machines are increasing rapidly day by day, existing      

scheduling methods are becoming less effective very often. 

This is high time to implement new and effective 

methodologies in upcoming host architecture. In continuation  

of  this  paper,  we plan to investigate the power-aware 

scheduling issues more minutely and will look forward to 

implementing the hyper graph partitioning approach in the 

cloud environment. 

 

B. Proposal based upon energy efficient cluster 

configuration 

 

Energy-efficient cluster configuration cannot be 

approached as a single methodology. The cluster comprises a       

processing unit, memory, storage unit, network, and other          

peripherals. Each component has its way to address power 

dissipation. As the service load on remote clusters is 

increasing, new approaches should meet all the possible areas 

of energy consumption in a particular cluster. Implementing 

high-performance hardware may increase performance but it 

also tends to more power dissipation. The efficient cooling  

mechanism, energy-aware data bus, latest processing unit, etc., 

can also help in the reduction of power utilization in clusters. 

 

VI. CONCLUSION 

 

In this paper, we have investigated the need for 

power consumption and energy efficiency in the cloud 

computing model. It has been shown that there are few major 

components of cloud architecture that are responsible for the 

high amount of power dissipation in the cloud.  The  possible  

ways  to  meet each sector for designing an energy  efficiency 

model  has also been studied. Finally, we have shown the 

future research direction and the continuity of this work for 

next level implementation. 
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