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Abstract- A Recurrent Neural Network is a type of network 

which combines different units to form a directed cycle. RNNs 

can use their internal memory to process sequence of inputs. 

This makes their application in areas such as handwriting 

recognition and speech recognition. In this paper, we are 

generating music with the help of Melody RNN model which 

generates a new stream of music every time from existing 

tones using machine learning. We are experimenting with 

different types of configurations of Melody RNN model such as 

basic RNN, attention RNN and look back RNN on the basis of 

various factors such as perplexity, accuracy, input sequence, 

loss etc to check the efficiency of each type in Tensor board. 
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I. INTRODUCTION 

 

 A Recurrent neural network is a network that 

captures the previous state of information to process new step. 

It makes use of sequential information. RNNs perform same 

task for every element in the sequence so they are known as 

recurrent. 

 

 
Figure1. A Recurrent Neural Network 

 

Figure 1 depicts a recurrent neural network unfolding into a 

full network. 

 

Recurrent networks are distinguished from 

feedforward networks by that feedback loop, ingesting their 

own outputs moment after moment as input. Recurrent 

networks are said to have memory, which serves a specific 

purpose: There is information in the sequence itself, and 

recurrent networks use it to perform tasks that feedforward 

networks can’t[1,5]. That sequential information is preserved 

in the recurrent network’s hidden state, which manages to 

create many steps as it cascades forward to affect the 

processing of each new example. 

 

Over the years researchers have developed more sophisticated 

types of RNNs: 

 

Bidirectional RNNs are based on the idea that the output at 

time  may not only depend on the previous elements in the 

sequence, but also future elements. For example, to predict a 

missing word in a sequence you want to look at both the left 

and the right context. Bidirectional RNNs are quite simple. 

They are just two RNNs stacked on top of each other[2]. The 

output is then computed based on the hidden state of both 

RNNs. 

 

 
Figure 2.   A BiDirectional Recurrent Neural Network 

 

Figure 2 depicts a bidirectional recurrent neural network 

unfolding into a full network. 

 

Deep (Bidirectional) RNNs are similar to Bidirectional 

RNNs, only that we now have multiple layers per time step. In 

practice this gives us a higher learning capacity (but we also 

need a lot of training data). 
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Figure 3.   A Deep BiDirectional Recurrent Neural Network 

Figure 3 depicts a deep bidirectional recurrent neural network 

unfolding into a full network. 

 

LSTM networks are quite popular these days. LSTMs don’t 

have a fundamentally different architecture from RNNs, but 

they use a different function to compute the hidden state. The 

memory in LSTMs are called cells and you can think of them 

as black boxes that take as input the previous state  and 

current input . Internally these cells  decide what to keep in 

(and what to erase from) memory. They then combine the 

previous state, the current memory, and the input. It turns out 

that these types of units are very efficient at capturing long-

term dependencies. 

 

 
Figure 4.   A Recurrent Neural Network with hidden layer 

displaying processing. 

 

Figure 3 depicts that while feedforward networks 

map one input to one output, recurrent nets can map one to 

many, as above (one image to many words in a caption), many 

to many (translation), or many to one (classifying a voice). 

 

II. RESEARCH OBJECTIVE 

 

In this paper, we are generating music with the help 

of Melody RNN model which generates a new stream of 

music every time from existing tones using machine 

learning[7]. We are experimenting with different types of 

configurations of Melody RNN model such as basic RNN, 

attention RNN and lookback RNN on the basis of various 

factors such as perplexity,accuracy,input sequence, loss etc to 

check the efficiency of each type in Tensor board.  

 

III. MELODY RNN MODEL 

 

Melody RNN model applies language modeling to 

melody generation using an LSTM. It has three configurations 

which are used to generate melody: 

 

 BasicRNN – This configuration acts as a baseline for 

melody generation with an LSTM model. It uses 

basic one-hot encoding to represent extracted 

melodies as input to the LSTM. 

 Attention RNN-Attention allows the model to more 

easily access past information without having to store 

that information in the RNN cell's state[6]. This 

allows the model to more easily learn longer term 

dependencies, and results in melodies that have 

longer arching themes.At this point, Magenta can 

only generate a single stream of notes. Efforts have 

been made to combine the generated melodies with 

drums and guitars – but based on human input, as of 

yet. 

 LookbackRNN -Lookback RNN introduces custom 

inputs and labels.The custom inputs allow the model 

to more easily recognize patterns that occur across 1 

and 2 bars. They also help the model recognize 

patterns related to an events position within the 

measure[3].The custom labels reduce the amount of 

information that the RNN’s cell state has to 

remember by allowing the model to more easily 

repeat events from 1 and 2 bars ago. This results in 

melodies that wander less and have a more musical 

structure.  

 

IV. GENERATING A MELODY 

 

A melody is generated by training the melody RNN 

model with the help of MIDI (Musical Instrument Digital 

Interface) files. Generating a melody is done using following 

steps: 

 

1. Convert a collection of MIDI files into 

Notesequences. 

2. Sequence examples are fed to the model after or 

during training. 

3. Training of the model will be done using sequence 

examples and number of steps. 

4. After training, evaluation is done. 



IJSART - Volume 5 Issue 7 – JULY 2019                                                                                              ISSN [ONLINE]: 2395-1052 
 

Page | 113                                                                                                                                                                     www.ijsart.com 

 

5. Both training and evaluation parameters are seen on 

tensorboard. 

 

Our first step will be to convert a collection of MIDI 

files into Note Sequences. Note Sequences are protocol 

buffers, which is a fast and efficient data format, and easier to 

work with than MIDI files. Sequence Examples are fed into 

the model during training and evaluation. Each Sequence 

Example will contain a sequence of inputs and a sequence of 

labels that represent a melody[3,8].  Two collections of 

Sequence Examples will be generated, one for training, and 

one for evaluation, where the fraction of Sequence Examples 

in the evaluation set is determined by --eval_ratio. 

Tensorboard is being run to view the training and evaluation 

data[4]. Melodies can be generated during or after training. 

 

V. SIMULATION AND RESULTS 

 

The results are obtained by using melody RNN model’s 

configurations on magenta(Environement). The results are 

compared on the basis of following parameters : 

 

A. ACCURACY 

 

CASE 1. Basic RNN 

 

 
Figure5. accuracy of Basic RNN model 

 

CASE 2. LookBackRNN 

 
Figure 6. accuracy of LookBackRNN model 

 

CASE 3. Attention RNN 

 

 
Figure7. accuracy of Attention RNN model 

 

In the figure5, Basic RNN model’s accuracy is shown 

as 60.38, whereas in figure 6, LookBackRNN model’s 

accuracy is calculated as 43.26 and in figure 7, Attention RNN 

model’s accuracy has come as 55.89. 

 

B. PERPLEXITY 

 

Perplexity means the measure of entangled state. The 

more the perplexity, more is the complexity of the model. 

 

CASE 1.Basic RNN 
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Figure 8. perplexity of Basic RNN model 

 

CASE 2.LookBack RNN 

 

 
Figure 9. perplexity of LookBackRNN model 

 

CASE 3.Attention RNN 

 

 
Figure 10. perplexity of Basic RNN model 

 

In the figure8, Basic RNN model’s perplexity is 

shown as 6334, whereas in figure 9, LookBackRNN model’s 

perplexity is calculated as 2.7776e+10 and in figure 10, 

Attention RNN model’s perplexity has come as 3.674e+4. 

Here LookBack model has the highest perplexity which means 

it is more complex than the other two models. 

 

C. LOSS 

 

CASE1. Basic RNN 

 
Figure 11. loss in Basic RNN model 

 

CASE2. LookBackRNN 

 

 
Figure 12.loss in LookBackRNN model 

 

CASE3.Attention RNN 

 

 
Figure 13.loss in Attention RNN model 

 

In the figure11, Basic RNN model’s loss is shown as 

1.675, whereas in figure 12, LookBackRNN model’s loss is 

calculated as 3.649 and in figure 13, Attention RNN model’s 

loss has come as 2.190. Here LookBack model has the highest 

loss which means it is less feasible than the other two models. 
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D. LIKELIHOOD 

 

CASE1. Basic RNN 

 

 
Figure 14. likelihood in Basic RNN model 

 

CASE2. LookBackRNN 

 

 
Figure 15. likelihood in lookbackRNN model 

 

CASE3.Attention RNN 

 

 
Figure 16. likelihood in Attention RNN model 

 

In the figure14, Basic RNN model’s likelihood is 

measured as 165.54, whereas in figure 15, LookBackRNN 

model’s likelihood is calculated as 33.64 and in figure 16, 

Attention RNN model’s likelihood has come as 143.56. Here 

LookBack model has the lowest loss which means it produces 

less alike tones of melody than others. 

 

VI. CONCLUSION 

 

In this paper, we implemented Melody RNN model 

and its configurations in magenta environment. By comparing 

all the three configurations- basic, lookback and attention 

RNN model, we come to a conclusion that attention produces 

the most accurate melody from existing MIDI files whereas 

lookback model produces the minimum likelihood factor 

which means it gives the new melody every time. The third 

configuration-basic model gives least perplexity which means 

it is the least complex model. By implementing all the 

configurations on the basis of parameters like accuracy, loss, 

perplexity and likelihood, we have generated new melodies 

trained on existing Melody Recurrent Neural Networks. 

 

VII.  FUTURE SCOPE 

 

In this paper, we have implemented all the three 

configurations of melody RNN model and made a comparison 

on the basis of parameters like loss, accuracy, perplexity and 

likelihood. In future, we can implement other models of 

melody like Improve RNN, Drum RNN and Polyphonic RNN 

and try to compare these with existing types of melody models 

using Recurrent Neural Networks. 
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