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Abstract- Education can be utilized as a tool to face many 
problems, overcome many hurdles in life. The knowledge 
obtained from education helps to enhance opportunities in 
one’s Employment development. To extract useful information 
from the knowledge obtained, Educational Data Mining is 
widely used. Educational data mining provides the process of 
applying different data mining tools and techniques to analyze 
and visualize the data of an institution and can be used to 
discover a unique pattern of students academic performance 
and behavior. The present work intends to enhance students 
academic performance in data mining techniques. There is 
need to calculate API using the Behavioral Index as well as 
the academic performance. Academic performance 
achievement is the level of achievements of the students 
educational goal that can be measured and tested through 
examination. However, the academic performance 
achievements varies as different kind of students may have 
different level of performance achievements. Where as, the 
behavioral performance achievement varies with the 
personality and behavioral techniques. These available 
students data could be extracted to produce academic useful 
information along with the Behavioral index. Hence, OPI i. e 
overall performance index will be calculated. we provide the 
basic information of student as well as the student has to give 
the two tests Academic test and the personality test. On the 
basis of these two tests the overall performance of the student 
is calculated. The project will also help to find out the weak 
students and the strong students. Various factors of the student 
are considered (such as the occupation of their parents, 
education of their parents, family relation etc) there are 35 
factors of student for calculating the overall performance of 
the students. 
 
Keywords- Academic performance index(API), behavior 
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I. INTRODUCTION 
 
      The analysis aims to firstly implement an 
automated system which just requires the data-set of students, 
and then the system classifies the students automatically into 
two classes which are pass and fail reducing the human work. 

Secondly, building classification algorithms on educational 
environments helps to identify the students who need special 
tutoring or counseling from the school/college. The higher 
authorities of an institution can use such classification models 
to improve students’ performance according to the data-set. 
The proposed system predicts students’ academic performance 
and the factors which affect performance failure. Building 
such classifiers helps an educational institution to get the 
picture of their educational level, can compare their progress 
with other educational institutions and finally, guide students 
for their better future. 
 

II. LITERATURE REVIEW 
 

In several studies, Association rule based DM 
approach has addressed input variables such as sex, age and 
performance over past years and the proposed system has 
outperformed traditional allocation procedure. They have used 
many approach such as neural networks and decision tree 
(94% combined accuracy), binary classification (72% 
accuracy) [1]. 

 
The best result was obtained by Naïve Bayes 

classification. The authors adopted regression approach to 
predict math skills based on score obtained by individuals. 
Most of the students join the public schools for free education. 
There were some core courses which share a common 
language like in other countries. 170 International Conference 
on Computing, Communication and Automation 
(ICCCA2017) 2 The grading point is scaled up to 20, where 0 
is the lowest and 20 is the perfect score. During school year, 
students were evaluated in three periods and last evaluation. 
     

 In [2], Naïve Bayes Classification is used to build a 
model in which probability distribution function is computed 
to take care of continuous data. In order to increase the 
accuracy of the model, optimal equal width binning for 
discretization is introduced. Furthermore, to increase the 
accuracy of the model classes are balanced. 
       

In [3], two classifiers namely, Naïve Bayes and J48, 
are used by considering the data from the UCI Machine 
Learning Repository. Analysis for these algorithms are 
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performed using WEKA tool and the accuracy of the models 
are increased using discretization of continuous features. 

 
In [4], many classification algorithms are used and 

one among them is NB classifier. The students are classified 
into four classes A, B, C and F where these classes are labels. 
The entire data-set is used to build the classifier and then 
Bootstrap method is applied to enhance the accuracy of the 
each classifier. 
       

In [5], Bayesian Network is used to classification the 
students based on marks scored by them. Model is built using 
training data-set and to compare the relative performance test 
data-set is used. 10-fold-cross validation is used for model 
evaluation. 
       

 In [6], a technique is used to predict the students’ 
performance by combining three classification algorithms, 
Naive Bayes, the 1-NN and the WINNOW using the voting 
methodology. 
 

III. MOTIVATION 
 

This study aims to firstly implement an automated system 
which just requires the data-set of students, and then the 
system classifies the students automatically into two classes 
which are pass and fail reducing the human work. Secondly, 
building classification algorithms on educational environments 
helps to identify the students who need special tutoring or 
counseling from the school. The higher authorities of an 
institution can use such classification models to improve 
students’ performance according to the data-set. The proposed 
system predicts students’ academic performance and the 
factors which affect performance failure. Building such 
classifiers helps an educational institution to get the picture of 
their educational level, can compare their progress with other 
educational institutions and finally, guide students for their 
better future. 
 

IV. PROBLEM STATEMENT 
 

Education plays an important role in the development 
of the country and a key factor for achieving long term 
economic progress. To Analyze / Identifying weak students 
and strong studentsis difficult regarding knowledge with 
respect to outcome based education. 
     

The Statistics of literacy shows the percentage of 
failure rates due to, dropping out from the schools and student 
failing in a particular subject. 
 
 

V. DATA DESCRIPTION 
       

The data-set considered consists of 395 tuples and 34 
attributes [7]. Each tuple represents the attribute values of a 
student or it provides the details of the student in terms of 
academic performance and social behaviour. 
 

 
Fig.1: The details of a student which forms the data-set 

 
VI. SYSTEM ARCHITECTURE 

 
  The system architecture depicts that overall 
performance of the system. All the basic data is taken as the 
input from the student  and applying the classification models 
on it and the Academic Performance index is generated. The 
Behavioural performance index is also generated separatedly 
and by combining both the Academic Performance Index and 
Behavioural Performance Index the Overall Performance 
Index is generated. 
 

 
Fig.2:  System Architecture 
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VII.  NAIVE BAYES CLASSIFICATION 
 

Classification is a process which involves separation 
of classes based on extracted features. After the classification, 
classes formed will be distinct from each other. Different 
classes will have different features. The patterns found in the 
training data-set play an important role to build the classifier. 
There are many classification algorithms like k-nearest 
neighbours, decision tree learning, support vector machine, 
naive bayes and neural networks which can be used according 
to the requirements of an application. In the proposed system, 
Naive Bayes classifier is used. Naive Bayes classifiers are 
statistical classifiers. Given a tuple, this classifier can predict 
to which particular class a tuple belongs to. A Naive Bayesian 
classifier is based on Bayes theorem [8] [9].  
 

Bayes theorem provide a way for calculating the 
posterior probability, P(c|x), from P(c), P(x) and P(x|c). Naive 
Bayes  classifier assumes that the effect of the value of a 
predictor (x)  on a given class (c) is independent of the values 
of other  predictors. This assumption is called class 
conditional independence.  
 
Bayes theorem is given by;  
P(c|x) = (|)() () (1)  
 
P(c|x) = P(x1|c) x P(x2|c)…………. 
P(xn|c) x P(c)  
where, 
 
P(c|x) is the posterior probability of the class for given      
attribute  
 
P(c) is the prior probability of class  
 
P(x|c) is the likelihood which is the probability of   
the given predictor class  
  
P(x) is the prior probability of predictor.  
 

Naive Bayes classifier’s assume  that the effects of 
the value of the predictor (x) on the given class (c) is 
independent of  the values of   the other predictors. This 
assumption is called class conditional  independence. In order 
to calculate the posterior probability, a  table called frequency 
table is constructed for each feature (attribute) against a 
particular class. Then the frequency tables  obtained are 
converted into probability tables and Naive Bayesian (Eq. 1) is 
used to calculate posterior probability for each class. The 
outcome of this computation is the class with the highest 
posterior probability. A student will be added to the class 
which has the highest posterior probability.  

     Navie Bayes theorem provide the way for calculating 
posterior probability P(c|x) from P(c), P(x) and P(x|c). Look at 
the equation below: 

 

 
 
Above, 
 

 P(c|x) is the posterior probability of class (c, target) 
given predictor (x, attributes). 

 P(c) is the prior probability of class. 
 P(x|c) is the likelihood which is the probability of 

predictor given class. 
 P(x) is the prior probability of predictor.  

 
VIII. PROPOSED SYSTEM 

 
In our system there are many modules, but the Admin 

module and the student module are two main modules. Firstly 
if the student is new to the system he has to do registration in 
the  system. Then that student can login in to the system give 
the appropriate test i. e: Academic Test, Behavior Test, and 
G.K Test. 
      

The result is generated after successfully giving the 
test and Overall Performance Index is calculated and 
displayed to the individual student as well as to the Admin 
side.  
    

The admin has all the authority of generating the 
questions and also he can see the individual report of the 
student as well as the overall all report of all students. 
 

IX. GOALS AND OBJECTIVES 
 
 To optimizing and analyzing the student performance. 
 To Evaluating student behavior based on the basis of 

attributes using data mining algorithm. 
 To analysis of student based on API using data analytics. 
 To analyze and classify student into various categories 

based on API’s using classification algorithm. 
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X. MODULES AND THEIR  FUNCTIONALITIES 
 
Student and Admin Registration: 
 
 Students as well as admin will register into the 
system and they will get the login id and password. They can 
login into the system for giving tests. Also students can check 
their own performance. Admin will have the report of the 
students. 
 
Detail information of student and Admin: 
 
 The Students have to give their detailed information 
of their family details, relation in the family, etc. All the 
information given by the student is useful for analyzing the 
student behavior and performance. 
 
Academic details and Technical Test: 

 
The Academic details of the students contain their 

percentage and technical details. Students are supposed to give 
the technical test according to their branches. 
 
Personality Test: 

Personality of the student will be checked by taking a 
personality test. The personality test contains all the 
personality development questions. The ethics and behavior of 
students will also plays an important role in student 
performance. 
 
OPI calculation: 
 
 Overall Performance Index of the student is 
calculated by are as follows: 
 

OPI=API+PPI 
 
 Where, 
  OPI=Overall Performance Index 
`  API=Academic Performance Index 
  PPI=Personality Performance Index 
 
Analysis of OPI with respect to API: 
 Overall performance of the student will be calculated 
by the above formula w. r. t Academic Performance Index and 
Personality Performance Index. 
 

XI.  BENEFITS OF THIS SYSTEM 
 
 In the various organizations: 

 

In various organizations this might be used for the 
performance calculation of their students. 
 
 In all the universities: 

 
In all the universities may use this system for 

calculating the student performance and as well as to give 
outcome based education.  
 

XII. CONCLUSION 
 

Education is very important in today’s generation and 
methods to analyze the education system in school and to 
predict for the advancement of institution is very essential. 
One of the other data mining techniques i.e., classification is 
an interesting topic to the researchers as it is accurately and 
efficiently classifies the data for knowledge discovery. This 
student’s performance analysis system will analyze the 
performance of the students. This system will also identify the 
weak students and strong students. Student performance can 
be influenced by different types of attributes On the basis of 
the various different attributes of the student, the performance 
is analyzed and report is generated. Student performance 
analysis system also useful for the outcome based education. 
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