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Abstract- Human detection and tracking have been an 

extremely active area over the past decade. The importance of 

this area arises from its numerous applications such as smart 

vehicles, military applications and security system. The 

proposed method presents a real-time system for detecting and 

tracking humans from fast moving vehicles. This also presents 

a simpler and faster variant of the popular Superpixel 

segmentation algorithm for human detector. This also 

performs convolution operation of Riesz fractional derivative 

over each input image by enhancing the edge strength in it.  
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I. INTRODUCTION 

 

 Automatic license Plate Recognition (LPR) without 

human intervention or influence is of great importance in the 

field of image processing and pattern recognition. This is 

because LPR plays a vital role in numerous applications 

especially in real time environments, such as toll collection of 

expressway, surveillance and management systems of 

unattended parking lots, traffic control, and customs control 

[1]. In addition, license plate recognition is used in control 

systems for areas with limited accessibility, such as embassies, 

factories, army barracks, elite city quarters and for identifying 

lost or stolen vehicles [2]. Since LPR is required by real time 

applications as mentioned above, high detection and 

recognition rates are necessary to meet the requirement of 

such real time applications. Though two decades have been 

spent for improving LPR systems according to situations, 

there are still several challenges in achieving high detection 

and recognition rates [3-7]. One such factor is low quality 

affected by the following reasons [1]: (i) severe outdoor 

illumination conditions during image acquisition, where we 

can expect effects from headlight and sunlight, (ii) Low 

quality license plate images which often include damaged or 

stained license plates and non-license plate characters printed 

on vehicles, and Perspective distortions which are quite 

common due to distance or viewpoint variations. It is evident 

from the illustration provided in Fig. 1, where the text 

detection method in [8] that uses stroke width transforms for 

text detection in natural scene images, fails to detect complete 

license plate numbers for the low quality image (low contrast) 

shown in Fig. 1(a), while the same method detects complete 

license plate numbers for the enhanced image given by the 

proposed model. Furthermore, it is also observed from Fig. 

1(a) that the text detection method in [8] produces false 

positives for low quality images before enhancement; 

however, fewer false positives/no false positives are produced 

for the enhanced image. It is true that text detection results do 

not provide complete information in all the time due to 

background influence. When we give incomplete text 

detection results as the input for a binarization method, there 

will be much more loss of information during binarization. 

Therefore, we can conclude that the enhancement improves 

text detection and recognition results significantly. On the 

other hand, we can also infer that there is an urgent need for 

developing a generalized model for enhancing license plate 

images, which should withstand the above mentioned causes 

to improve the quality of these images. Consumers, as human 

beings, take vast numbers of photographs of people. A prime 

example is the selfie, which is an instantaneous self-portrait 

usually captured with smart phones or digital cameras. The 

selfie has now become commonplace. Many applications and 

tools such as sticks, tripods, and even drones for better selfies 

prove its significant popularity. Arguably, the person category 

is among the most frequently captured and therefore important 

photographic subject. The main objective of this paper is to 

human segmentation based on non parametric learning. 

 

II. PROPOSED MODEL 

 

The proposed method uses a non parametric learning 

human segmentation based on support vector machine. To 

exploit the spatial characteristics of training human instances, 

the proposed framework learns as many region-wise SVM 

models as the number of superpixels. Conventional methods 

are evaluated on neatly captured iconic images, but natural 

scenes in a real-world photograph are very complicated. 

Natural photographs usually contain cluttered background and 

large illumination variations. The existing methods are mainly 

resorting to a single optimization formulation with simple 
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color models. Human segmentation is basically a complex 

problem of labelling a large number of pixels in different parts 

of the complicated image. In this complex segmentation task, 

choosing a simple modeling could produce an unwanted 

result. The surveillance camera is usually designed for 

capturing a big scene that includes a whole vehicle, therefore 

the license plate only occupies a small region of the whole 

image. This leads to insufficient details for kernel estimation. 

Due to the fast motion, the size of the blur kernel is very large. 

 
Fig 1: BLOCK DIAGRAM 

 

1) Input image 

 

The proposed model involves differential operation 

by performing convolution operation over each input image 

with the Riesz fractional derivative window; it enhances edges 

irrespective of distortions created by multiple factors. On 

license plate detection, recognition and contrast enhancement 

that most of the methods directly and indirectly use the 

baseline enhancement techniques as preprocessing steps to 

improve the quality of input images. Therefore, in this work, 

we implement the same baseline enhancement techniques to 

give fair comparative studies with the proposed model in 

terms of quality metrics. PSNR is calculated by the mean 

squared error between corresponding pixel values of the 

enhanced image and the input image. 

 

2) Gray level Conversion 

 

In first step the input color image is converted into 

grayscale image. The grayscale image has represented by 

luminance using 8 bits value. The luminance of a pixel value 

of a grayscale image ranges from 0 to 255. The conversion of 

a color image into a grayscale image is converting the RGB 

values (24 bit) into grayscale value (8 bit). Riesz Fractional 

derivative nonlinearly preserves both edge features in image 

regions where the gray level changes extensively, and texture 

features in other regions where the gray level does not changes 

extensively. The logic behind applying fractional Riesz for 

image enhancement is that the enhancement of an image is 

determined at each pixel, which enhances low-frequency 

details in the regions where gray-level changes are 

insignificant. 

 

3) Pre processing 

 

The aim of pre-processing is an improvement of 

the image data that suppresses unwanted distortions or 

enhances some image features important for further 

processing. It proposed based on edge density as 

preprocessing steps for improving license plate detection. 

However, edge density is sensitive to complex background 

and low contrast images. All the existing methods propose 

license plate detection as a preprocessing step for recognition, 

the reference is same for both license plate detection and 

recognition. It is noted from the literature review on license 

plate detection, recognition and contrast enhancement that 

most of the methods directly and indirectly use the baseline 

enhancement techniques as preprocessing steps to improve the 

quality of input images. 

 

4) Riesz Fractional Differential Mask 

 

Riesz Fractional derivative nonlinearly preserves 

both edge features in image regions where the gray level 

changes extensively, and texture features in other regions 

where the gray level does not changes extensively. The 

proposed Riesz Fractional derivative model is conducted from 

the improved. Riesz fractional approach the starting point is to 

consider the Riesz fractional operation as follows. 

 

 
 

Where Γ is the gamma function, and α is the 

fractional power order. Riesz fractional derivative is 

approximated with step h is as follows: Our image 

enhancement model is based on the discrete form of Riesz 

fractional differential operator when 0 < α < 1. Equation (3) 

applies uniformly in the whole image I(ν, λ) with respect to 

two variables ν and λ. In this work, we implement Riesz 
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fractional derivative mask along eight different directions, 

namely, positive ν -axis, negative ν -axis, positive λ –axis, 

negative λ - axis, diagonal - right upward, diagonal - left 

downward, diagonal - right downward, and diagonal - left 

upward, respectively. 

 

In this work, we implement Riesz fractional 

derivative mask along eight different directions, namely, 

positive ν -axis, negative ν -axis, positive λ –axis, negative λ - 

axis, diagonal - right upward, diagonal - left downward, 

diagonal - right downward, and diagonal - left upward, 

respectively. Now, we have the following forms of the 

approximation of the fractional centered difference of Riesz 

fractional partial differential on positive ν-axis and positive λ- 

axis, respectively: 

 

. 

which yields the following coefficients of Riesz Fractional 

derivative of order α: 

 

 , 

 
 

5) License Plate Detection and Recognition 

 

This proposed method is robust for text detection in 

natural scene images. This method involves Maximally Stable 

Extremal Regions concept (MSER) which is used for 

character candidate detection, a classifier at character level for 

text removing false text candidates and finally grouping 

character into text lines. This method involves Maximally 

Stable Extremal Regions concept (MSER) which is used for 

character candidate detection, a classifier at character level for 

text removing false text candidates and finally grouping 

character into text lines. However, the scope of this method is 

limited to text detection but not license plate detection, where 

one can expect numerals with alphabets. In addition, these 

images are usually affected by severe illumination, light 

illumination, blur due to vehicle movement, Gradient vector 

flow, Stroke width distance, Symmetry features, License plate 

recognition and images capturing at different angles. As a 

result, the method in does not work well for license plate 

images. Therefore, we propose modifications to MSER by 

adding stroke width information and a classifier such that the 

modified method works well for license plate images. In case 

of license plate images, stroke width distance is constant for 

all characters including numerals in images. This is valid 

because license plate images use upper case letters and 

numerals but not lower case letters. Therefore, MSER with 

stroke width information is robust to license plate images. 

 

6. Simple Linear Iterative Clustering Algorithm 

 

A cluster of connected pixels with similar features 

(ex: color, brightness, Texture...).It can be regarded as a result 

of over segmentation. Superpixels are becoming increasingly 

popular for use in computer vision applications. However, 

there are few algorithms that output a desired number of 

regular, compact superpixels with a low computational 

overhead. We introduce a novel algorithm that clusters pixels 

in the combined five-dimensional color and image plane space 

to efficiently generate compact, nearly uniform superpixels. 

The simplicity of our approach makes it extremely easy to use 

a lone parameter specifies the number of superpixels and the 

efficiency of the algorithm makes it very practical. 

Experiments show that our approach produces superpixels at a 

lower computational cost while achieving a segmentation 

quality equal to or greater than four state-of-the-art methods, 

as measured by boundary recall and under-segmentation error. 

We also demonstrate the benefits of our superpixel approach 

in contrast to existing methods for two tasks in which 

superpixels have already been shown to increase performance 

over pixel-based methods. Superpixels provide a convenient 

primitive from which to compute local image features. They 

capture redundancy in the image and greatly reduce the 

complexity of subsequent image processing tasks. 

 

IV. RESULT AND DISCUSSION 

 

Deconvolution is a computationally intensive image 

processing technique that is being increasingly utilized for 

improving the contrast and resolution of digital images. De-

blurring is the process of removing blurring artifacts from 

images, such as blur caused by defocus aberration or motion 

blur.  

 

SLIC is a simple and efficient method to decompose 

an image in visually homogeneous regions. It is based on a 

spatially localized version of k-means clustering. Similar to 

mean shift or quick shift, each pixel is associated to a feature 

vector. 
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Fig 2:Deblur License Plate Image 

 

 
Fig 3:Deblur Human Image 

 

V. CONCLUSION AND FUTURE WORK 

 

This paper proposed a superpixel-based non-

parametric framework that achieves high-quality human 

segmentation. The proposed scalable framework employs 

various features of superpixels including surrounding edges, 

color distribution model. Furthermore, the framework 

automatically captures the intrinsic spatial characteristics of 

the human shape, by performing feature learning and 

prediction on each grid of the 2D model array. In future work, 

we will apply the proposed framework to other various object 

categories. 
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