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Abstract- The primary task of association mining is to observe 

intermittently co-occurring groups of items in transactional 

databases. Less consideration has been given to methods that 

adventure these "frequent item sets" for prediction purpose. 

This paper accord to the latter task by affirming a technique 

that uses partial information about the contents of the 

shopping cart to anticipate other items that the customer is 

likely to include before goings-on to the checkout counter. In 

this work, to make the next logical step by allowing any item 

to be treated as a class label, its value is to be cast based on 

the presence or absence of other items. It is important to 

apprehend that allowing any item to be treated as a class label 

presents austere challenges as compared with the case of just 

a single class label. For instance, if bread, fruit jam, and milk 

recurrently occur in the same item, then the existence of fruit 

jam and milk in a shopping cart advise that the customer may 

also buy bread. The paper presents a technique known as the 

"combo matrix" whose principal diagonal elements 

correspond to the association among items. This helps the 

customer to add the missed items while purchasing. The 

relationship among item is represented using a graph. The 

frequent itemsets are founded from the combo matrix. Then 

the association rules are to be generated from the already 

generated frequent item sets. The association rule generated 

leads to form the basis for prediction. The incoming item sets 

in the shopping cart are represented by using a set of unique 

indexed numbers and association among them is find out 

through the combo matrix. 
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I. INTRODUCTION 

 

Data mining(also known as knowledge discovery in 

databases) Is the process of bringing out the unrevealed 

information from extensive databases, which helps the 

companies to target their hidden information in the databases. 

Tools in data mining technology hold to anticipate future 

trends and behaviors leads to having more dedicated 

knowledge-driven databases. Data mining tools can able to 

explain business questions that are too time exhausting to 

conclude. They abrade databases for undetected patterns, 

finding predictive information that professional may miss 

because it lies outside their assumption. Data mining can be 

advertised as an algorithmic process that catches data as input 

and returns patterns, such as classification rules, itemsets, 

association rules or summaries as output. 

 

Association rule mining algorithm is a well-analyzed 

method for predicting interesting relations between data in 

large databases. Association rules are statements of the form 

{A1, A2, A3……An}=>Y implies that if all of A1, A2, 

A3…..An,  is established in the market basket and then we 

have a good possibility of finding Y. The probability of 

establishing Y for us to obtain this rule is called the 

confidence of the rule. In many situations, association rule 

comprises a set of items that expose frequently. Thus abundant 

data mining commences with the assumption that sets of items 

with support are only examined. Boolean association rule 

mining finds an association for an absolute dataset. 

Quantitative association rule mining catch association for the 

clusters build from the dataset. 

 

Early experiments for prediction used classification 

and performance was favorable. In this work, to make the next 

logical step by allowing any item to be treated as a class label, 

its value is to be predicted based on the presence or absence of 

other items. Bring another approach for knowing a subset of 

shopping cart constituents, we want to predict.  

 

II. LITERATURE REVIEW 

 

Ila Padhi, Jibitesh Mishra and Sanjit Kumar Dash 

describe a technique called the "combo matrix" to perceive the 

relationship among the set of items in large databases. Whose 

principal diagonal elements express the association between 

items and looking to that element, the customer can delicate 

what else the other items can be taken up with the current 

constituents of the shopping cart and thus by reducing the rule 

mining cost. And the convenience of the proposed approach 

are it increase the processing speed and memory dispersion is 

limited because it uses only a single pass over the database[1]. 

 

Srivatsan.M, Sunil Kumar.M, Vijayshankar.V, and 

Leela Rani.P depicts the use of a fast algorithm for improving 
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the efficiency of predicting missing items in shopping cart. 

The algorithm used a Boolean vector with relational AND 

operation to discover frequent itemsets and generate the 

association rule. When the user includes each item to the cart 

the algorithm is executed and the prediction is spread out. 

Processing speed is more when correlated to rules generated 

using item set tree and DS theory(Dempster's Rule of 

Combination)[2]. 

 

Nilesha Dalvi, Vinit Erangale, Amol Chavhan, and 

Asst.Prof.Alka Srivastava interprets the technique called 

"Apriori Algorithm " to generate all frequent itemset. This 

approach has a lot of limitations because it took an immense 

amount of time to hold a huge number of candidate sets with 

many frequent itemsets, low minimum support or large 

itemsets. It scans the database many times repeatedly for 

concluding candidate itemset[5]. 

 

The drawback which is mentioned above is resolved 

in "Improved Apriori Algorithm", which we can able to use to 

accomplish successful predictions for an online shopping cart 

 

III. METHODOLOGY 

 

Association rule mining (ARM) in its original form 

catch all the rules that capture the littlest agency and minimum 

confidence constraints. Many later papers demonstrated to 

accommodate classification and ARM. The initial work of 

association mining is to detect frequently co-occurring groups 

of items in transactional databases. It uses to predict other 

items that the customer is likely to add before proceeding to 

the checkout counter. In this work, to make the next logical 

step by allowing any item to be treated as a class label—its 

value is to be predicted based on the presence or absence of 

other items. It is important to understand that allowing any 

item to be treated as a class label presents serious challenges 

as compared with the case of just a single class label.  

 

The overall number of different items can be very 

high, perhaps hundreds, or thousand, or even more. 

Association rule mining (ARM) in its original form finds all 

the rules that gratify the minimum support and minimum 

confidence constraints. In classification rule mining, there is 

one and only one fixed target, the class label. The value of the 

target label is predicted based on the presence or absence of 

other items in the shopping cart. Maximum of the time, 

classification rule mining is tested to databases in a “table” 

scheme, with a predefined set of attributes and a class label. 

The scheduled rule generation algorithm makes use of the 

flagged IT-tree created from the training data set. The 

algorithm takes an incoming item set as the input and returns a 

graph that defines the association rules entailed by the given 

incoming item set. This is referred to as DS-ARM. The 

underlying idea is simple: when presented with an incomplete 

list s of items in a shopping cart, this program first identifies 

all high-support, high-confidence rules that have as antecedent 

a subset of s. Then, it combines the consequents of all these 

rules and creates a set of items most likely to complete the 

shopping cart. Two major problems complicate the task: first, 

how to analyze the relevant rules in a computationally 

efficient manner; second, how to combine (and quantify) the 

confirmation of conflicting rules. 

 

IV.ALGORITHM USED TO PREDICT MISSED ITEMS 

 

predict (ComboMat, Threshold, key Ind) 

Threshold: is the minimum value that is mandatory by pair 

Key Ind: list of item unique key that is attained by the 

customer predict Item: is an array of an item to be forecast, 

originally it contain NULL 

prod: will contain each item key Index that is elected by the 

customer in the new transaction list. 

pair: will consist of a list of item that will be current in the 

diagonal element of Combo matrix of prod.  

pair Ind: will contain the original item key index of each pair. 

edgev: used to accumulate the edge value between different 

pair. 

for i=1: length (key Ind) 

 prod=key Ind (i); 

Pair = ComboMat (prod, prod);  

for j=1: length (pair) 

Pair Ind=pair (j); 

edgev= ComboMat (prod, pair Ind); 

  If edgev >= Threshold 

predict Item=predict Item  pair  

Index end 

End 

End 

return predict Item; 

 

The execution of the above algorithm predicts all the 

missed items by comparing the value of edgev with the 

threshold. If the edgev value is greater than the threshold then 

the itemset set is displayed. 

 

V. RESULTS AND FINDINGS 

 

The algorithm discussed in the above section has 

been checked out by developing an application and the same is 

correlated with the previous predictors for predicting missing 

items in a shopping cart.  

 



IJSART - Volume 5 Issue 3 –MARCH 2019                                                                                          ISSN [ONLINE]: 2395-1052 
   

Page | 342                                                                                                                                                                   www.ijsart.com 

 

 
Fig 1: Represents the snapshots of customer cart 

 

if a customer selects the tomato rice then the probable 

items like tomato soup will be displayed for that particular 

transaction. 

 

 
Fig 2: Represents the prediction result 

 

Association rule mining algorithm accurately solves 

the problem of mining association rules by improving the 

execution time. The algorithm uses the Combo matrix to 

achieve frequent itemsets and the prediction of items. It 

displays the itemset to the customer which have the edge value 

greater than the minimum threshold value assigned to each 

itemset. 

 

VI. CONCLUSION 

 

The algorithm discussed above efficiently solves the 

problem of mining association rules by improving the 

execution time. The algorithm takes the items purchased by 

the customer as input and creates the association between 

them by assigning an edge value according to the number of 

times the items is frequently present in the database. It 

compares the edge value of each item with a minimum value 

mandatory for the pair in order to predict the missed items in 

the shopping cart. 

 

The asset of the proposed work are: 

 

 It does not achieve candidate itemsets. 

 It needs only a single pass over the database. 

 Memory exhaustion is less 

 Processing speed is more due to the exertion of Combo 

Matrix. 

 More flexible and user benefits for customers 
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