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Abstract- During the last few decades, surveillance cameras 

have been installed in different locations. Analysis of the 

information captured using these cameras can play effective 

roles in event prediction, online monitoring and goal-driven 

analysis applications including anomalies and intrusion 

detection. Nowadays, various Artificial Intelligence techniques 

have been used to detect anomalies, amongst them 

convolutional neural networks using deep learning techniques 

improved the detection accuracy significantly. The goal of this 

article is to propose a new method based on deep learning 

techniques for anomaly detection in video surveillance 

cameras. The proposed method has been evaluated in the 

UCSD dataset, and showed an increase in the accuracy of the 

anomaly detection. 
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I. INTRODUCTION 

 

Anomaly detection with the use of unsupervised 

machine learning techniques is still an open debate in the field 

of machine learning. Anomaly means the occurrence of events 

or behaviors which are unusual, irregular, unexpected and 

unpredictable and thus different from existing patterns [1]. 

Detecting anomalies by learning from normal data can have 

important and different applications [2]. And also, an anomaly 

detection process is completely dependent on the environment, 

context and anomaly scenario [3, 4]. In different scenarios, 

anomalies will accordingly be different [1]. Existing supervised 

methods for anomaly detection such as simple CNN based 

methods require labels which are difficult to attain due to the 

video high dimension information. High dimension of video 

affects representation and creation of a model [5]. In this work, 

anomaly detection is based on videos of surveillance cameras. 

It should be noted that detection in videos is more difficult than 

in other data since it involves detection methods and also 

requires video processing as well [6]. 

 

The processing of surveillance cameras information in 

crowded scenes poses serious challenges and difficulties. If this 

process is online, the complexity will even increase. One of the 

best approaches for processing this information and 

consequently achieving the goal-oriented pattern is the use of 

advanced machine learning techniques such as deep learning 

approaches. The advantage of these types of processes, which 

usually have a high dimensional data, can be traced back to the 

existence of an end-to-end system. End-to-end systems 

automate feature extraction [7]. One of the main purpose of 

using deep learning is to extract information from high 

dimension data [8]. 

 

This work introduces an anomaly detection method 

based on deep learning techniques. The architecture of this 

method has two main phases which are called train network and 

detection classifier. The first phase aims for feature extraction 

and is consisted of five components with a deep structure. The 

aim of the second phase is detection. This phase is consisted of 

five deep neural network classifiers and reconstruction 

network. Each component in detection phase produces a 

detected class and a score. At last, by these detection classes 

and scores, the ensemble classifier performs the final detection 

and announces it. 

 

The main contribution of this work is the use of deep 

learning techniques in all phases of anomaly detection.  In other 

sections of this work, at first, a brief description and 

background of video anomaly detection based on deep learning 

methods is provided, at section II, related work is presented, in 

section III, our proposed new method is described in detail and 

in the final section evaluations are conducted to demonstrate 

improvements and advantages of the proposed method in 

comparison with previous methods. 

 

II.  BACKGROUND 

 

Due to the existence of rich and analytical information 

in videos and their easy accessibility, scientific researchers have 

been interested in the analysis and processing of these kinds of 

data. One of the challenges in analyzing video data is objects 

detection in video frames [9]. Also, video anomaly detection 

has been one of the controversial research topics within the 

recent years. In the last few years, deep learning approaches 

have also been introduced for the implementation of anomaly 
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detection methods. In all anomaly detection approaches, 

learning is achieved solely through normal data. Another 

important point regarding the anomalies is that abnormal events 

are usually rare events that occur comparatively less than other 

normal incidents [2]. 

 

The challenges for detecting anomalies in videos 

include speed, online alerts, and localization. It should be 

mentioned that anomaly localization is very crucial and most of 

the existing systems and data lack it. In some approaches, the 

localization is performed in the pre-processing step which is 

usually based on video frames comparison. This will increase 

the accuracy [10, 11]. In other words, most of the existing 

approaches and available datasets only indicate the presence of 

anomalies and do not specifying their location [12]. The current 

methods also lack appropriate training data and correct anomaly 

description along with their high cost of extracting features 

which directly affect detection [6]. 

 

One of the widely used methods for detecting 

anomalies is the use of a binary classifier which has two normal 

and abnormal classes. The normal class contains data whose 

occurrence frequency is high, while the other class contains rare 

and unseen events in accordance with the data pattern [2]. 

 

III. PROPOSED METHODOLOGY 

 

The proposed method of this work is based on deep 

learning techniques for detecting anomalies in video. Two main 

components are considered for this method. The first 

component is the extraction and learning of the feature and the 

second component is the detection of anomalies. Apart from 

these two components, there is a pre-processing step which is 

related to background estimation and removal. Like all machine 

learning approaches, this method also has two main train phase 

and test phase. In train phase, features are trained by train parts 

of dataset which contains only normal frames, and trained 

model in test phase is used by other parts of dataset which 

contain abnormal frames. Figure 3 illustrates the overall 

framework of the proposed method. 

 

As can be seen in the figure, learning features are of 

four main types. For some types, feature extraction processes 

are performed on single frames, and others are based on patch 

frames in order to reduce cost and training time. The first 

feature is appearance which is related to object detection in each 

frame; and by comparing each frame with previous and next 

frames the detection score is generated. The second feature is 

density which is about density of objects in each frame; the final 

score is generated based on frames comparison and average 

speed. 

The third feature is motion which is based on the flow 

of objects between patch frames and it generates optical flow 

and a sequence of video then used for another score on anomaly. 

The last feature is scene which is based on patch frames and 

reconstructing a scene from learned model. The combination of 

these features is also used for detection and creation of scores. 

 

Pre-Processing 

 

The first step before starting extracting and learning 

features is to estimate and remove the background. The 

background is indeed different for different scenarios as there 

are various methods for its removal. For instance, the 

background might include empty spaces or street borders. In 

this method, the background estimation is based on most 

occurrence of frequency (MOF) between video frame patches. 

For the background estimation steps at first, a histogram is 

generated for each frame of the video which is based on pixels 

and their location in the image. Then the histogram of the 

frames in each patch is compared with each other, and the 

maximum values per patch are identified as background and are 

thus grayed. Removing the background will reduce the cost of 

the computing and the processing time. This step is considered 

as a part of train network. 

 

Feature Extraction and Learning Component 

 

In addition to background estimation, train network 

has four main components. The deep network for extracting 

appearance feature uses a stacked denoising auto-encoder 

(SDAE) with 6 encode layer and the same structure of decode 

layer [17, 23]. Each frame is convolving to network with 1*1 

window size and it includes stride and padding. All frames 

normalize in binary mode. This SDAE has 6 encode layers and 

6 same structure in decode layer which is deeper than the 

existing methods. The output of this step is detected objects 

which are called appearance representation. This output is used 

in detecting phase and also is utilized as an input to density 

estimation component in order to increase the accuracy of 

estimation. 

 

Density Estimation [25] is carried out by 

convolutional neural network with 8 * 8. Windows filter. The 

third component is motion feature extractor [17, 23]. It 

performs a feature extraction based on the direction of moving 

objects in the scene of video patches. This deep network also 

has a similar structure to appearance feature extractor but it is 

based on frames patches. After entering the patch frame into the 

network, computing optical flow will be done based on 

comparison of frames in a patch. The output of this step is 

Motion Representation which is used for future detection. 
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The last component is Scene Reconstruction which is 

based on reconstruction network [26]. The structure of this 

reconstruction network is based on convolutional Auto-

Encoder with the same CNN generator and discriminator 

networks. Generator part regenerate the scene which has 10 

layers to reconstruct frames based on the previous and the next 

Frame in same patch and the discriminator compares the 

generated scene with original one in order to compute the 

reconstruction error. It should be mentioned that discriminator 

part has the same structure as that of the generator. A high 

reconstruction error during test indicates anomalies. The 

reconstruction error in train network is low and this will be a 

measure for detecting anomalies. At the end of the training step, 

a set of learned and combined features is created in order to 

achieve anomaly detection. 

 

In the detection component, learned features which are 

generated in train network are given to a classifier with two 

classes of normal and abnormal. Features are given as 

individual and combined feature to these networks. 

Reconstruction error and appearance features are given to 

network as a combined feature since the appearance feature or 

object detection with a reconstruction error can be a strong 

feature for the detection of anomalies. The lower reconstruction 

error for the corresponding frame will make the detection more 

accurate. 

 

Two other combination features are Motion Feature 

and density map. These are two complementary features and the 

direction of motion must be equal to the transfer of density 

direction. 

 

The classifiers used in this method are simple deep 

classifiers which used the softmax function. As can be seen in 

Figure 4, five classifiers with the same structure are used in the 

detection step. There are 5 hidden layers in these networks in 

order to reduce the computing cost overhead. The last layer of 

these networks is fully connected. Each of these classifiers 

finally detects anomaly or normal situation and produces a 

score for the percentage of anomalies presence. This score 

ranges between [0 – 1]. 

 

In addition to the classifiers, there is also an Auto-

Encoder reconstruction network which has the same structure 

as the Auto-Encoder in train network. But it is pre-trained and 

no generator exists in this component. This network uses the 

previous generator. A comparison is made between the test data 

and the trained network and according to the difference between 

reconstruction error in train and discriminator the score and the 

result of the detection of the anomaly are determined. 

 

The last component is final decision-making 

(ensemble) which determines the final detection result. This 

classifier is a simple linear classifier that declares the final result 

based on the percentage of votes and the score of other 

classifiers. The structure of this component is defined in a way 

that if four out of six classifiers vote for anomalies, the detection 

is declared as anomaly and the score is announced as the 

average of other classifier scores. 

 

Convolutional Neural Network 

 

In machine learning, a network (CNN, or ConvNet) is 

a class of deep, feed-forward artificial neural networks, most 

commonly applied to analyzing visual imagery. CNNs use a 

variation of multilayer perceptrons designed to require 

minimal preprocessing.[1] They are also known as shift 

invariant or space invariant artificial neural networks (SIANN), 

based on their shared-weights architecture and translation 

invariance characteristics. Convolutional networks 

were inspired by biological processes[4] in that the 

connectivity pattern between neuronsresembles the 

organization of the animal visual cortex. Individual cortical 

neurons respond to stimuli only in a restricted region of 

the visual field known as the receptive field. The receptive 

fields of different neurons partially overlap such that they cover 

the entire visual field. CNNs use relatively little pre-processing 

compared to other image classification algorithms. This means 

that the network learns the filters that in traditional algorithms 

were hand-engineered. This independence from prior 

knowledge and human effort in feature design is a major 

advantage. 

 
Figure 1. Flow diagram of proposed system 
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They have applications in image and video 

recognition, recommender systems and natural language 

processing. A CNN consists of an input and an output layer, as 

well as multiple hidden layers. The hidden layers of a CNN 

typically consist of convolutional layers, pooling layers, fully 

connected layers and normalization layers. Description of the 

process as a convolution in neural networks is by convention. 

Mathematically it is a cross-correlation rather than a 

convolution. This only has significance for the indices in the 

matrix, and thus which weights are placed at which index. 

 
Fig 2  CNN architecture 

 

Convolutional Layer 

 

Convolutional layers apply a convolution operation to 

the input, passing the result to the next layer. The convolution 

emulates the response of an individual neuron to visual stimuli. 

 

Each convolutional neuron processes data only for 

its receptive field. Although fully connected feedforward 

neural networks can be used to learn features as well as classify 

data, it is not practical to apply this architecture to images. A 

very high number of neurons would be necessary, even in a 

shallow (opposite of deep) architecture, due to the very large 

input sizes associated with images, where each pixel is a 

relevant variable. For instance, a fully connected layer for a 

(small) image of size 100 x 100 has 10000 weights 

for each neuron in the second layer. The convolution operation 

brings a solution to this problem as it reduces the number of free 

parameters, allowing the network to be deeper with fewer 

parameters. For instance, regardless of image size, tiling 

regions of size 5 x 5, each with the same shared weights, 

requires only 25 learnable parameters. In this way, it resolves 

the vanishing or exploding gradients problem in training 

traditional multi-layer neural networks with many layers by 

using backpropagation 

 

ReLU Layer 

 

ReLU is the abbreviation of Rectified Linear Units. 

This layer applies the non-saturating activation 

function {\displaystyle f(x)=\max(0,x)}f(x)=max(0,x). It 

increases the nonlinear properties of the decision function and 

of the overall network without affecting the receptive fields of 

the convolution layer. 

Pooling 

 

Convolutional networks may include local or global 

pooling layers[ which combine the outputs of neuron clusters at 

one layer into a single neuron in the next layer. For 

example, max pooling uses the maximum value from each of a 

cluster of neurons at the prior layer.  Another example 

is average pooling, which uses the average value from each of 

a cluster of neurons at the prior layer. 

 

Another important concept of CNNs is pooling, which 

is a form of non-linear down-sampling. There are several non-

linear functions to implement pooling among which max 

pooling is the most common. It partitions the input image into 

a set of non-overlapping rectangles and, for each such sub-

region, outputs the maximum. The intuition is that the exact 

location of a feature is less important than its rough location 

relative to other features. The pooling layer serves to 

progressively reduce the spatial size of the representation, to 

reduce the number of parameters and amount of computation in 

the network, and hence to also control overfitting. It is common 

to periodically insert a pooling layer between successive 

convolutional layers in a CNN architecture. The pooling 

operation provides another form of translation invariance. 

 

 
Fig 3.  Maximum Pooling 

 

The pooling layer operates independently on every 

depth slice of the input and resizes it spatially. The most 

common form is a pooling layer with filters of size 2x2 applied 

with a stride of 2 downsamples at every depth slice in the input 

by 2 along both width and height, discarding 75% of the 

activations. In this case, every max operation is over 4 numbers. 

The depth dimension remains unchanged. 

 

In addition to max pooling, the pooling units can use 

other functions, such as average pooling or L2-norm pooling. 

Average pooling was often used historically but has recently 
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fallen out of favor compared to max pooling, which works 

better in practice. 

 

Due to the aggressive reduction in the size of the 

representation, the trend is towards using smaller filters[42] or 

discarding the pooling layer altogether 

 

Fully connected 

 

Fully connected layers connect every neuron in one 

layer to every neuron in another layer. It is in principle the same 

as the traditional multi-layer perceptron neural network. 

 

In neural networks, each neuron receives input from 

some number of locations in the previous layer. In a fully 

connected layer, each neuron receives input from every element 

of the previous layer. In a convolutional layer, neurons receive 

input from only a restricted subarea of the previous layer. 

Typically the subarea is of a square shape (e.g., size 5 by 5). 

The input area of a neuron is called its receptive field. So, in a 

fully connected layer, the receptive field is the entire previous 

layer. In a convolutional layer, the receptive area is smaller than 

the entire previous layer. 

 

Each neuron in a neural network computes an output 

value by applying some function to the input values coming 

from the receptive field in the previous layer. The function that 

is applied to the input values is specified by a vector of weights 

and a bias (typically real numbers). Learning in a neural 

network progresses by making incremental adjustments to the 

biases and weights. The vector of weights and the bias are called 

a filter and represents some feature of the input (e.g., a 

particular shape). A distinguishing feature of CNNs is that 

many neurons share the same filter. This reduces memory 

footprint because a single bias and a single vector of weights is 

used across all receptive fields sharing that filter, rather than 

each receptive field having its own bias and vector of weights. 

 

IV. SYSTEM IMPLEMENTATION 

 

For the simulation of system implementation 

MATLAB software have been used. MATLAB is higher level 

technical and scientific programming language which is 

capable of visualization and faster computation. Using 

MATLAB data can be analyzed, processed, synthesized and 

visualized.  

Table 1. Cross validation accuracy for UCSD 

Database 

UCSD database % Cross Validation Accuracy 

Normal Activity 92.00  % 

Anomaly Activity 91.50 % 

 

V. CONCLUSION 

 

In this work, a new deep learning based for anomaly 

detection of video surveillance cameras is introduced. One 

advantage of this method is the use of deep learning techniques 

in all train and detection components. The two main 

components of this method are evaluated based on some metrics 

and with UCSD dataset which is the most famous anomaly 

detection dataset. Another benefit of this method is the isolation 

of train network phase. So it can use as a pre-train network in 

similar works. 

 

For further improvement, it is possible to add a 

component which can add descriptions to each detection 

classifier or to the last one; or it is possible to add a component 

in the detection phase which can localize the anomaly 

accurately. 
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