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Abstract- Sentiment analysis is the computational of opinions, 
sentiments, evaluations, attitudes, and emotions expressed in 
text. It refer toa classification problem with the main focus is 
to predict the polarity of words and then classify them into 
positive or negative sentiment. Sentiment analysis over the 
Twitter offers people a fast and effective way to calculate the 
public feelings it is useful to analyze the sentiments from it. 
The analyze means finding the approach of users or customers 
it is positive, negative, neutral, or in between positive-neutral 
or in between negative-neutral and represent it.The proposed 
system to stop word removal stemming POS tagging and 
calculating sentiment score with help of NLP have been done 
in preprocessing part. In preprocessing part.  After applying 
classification algorithm to classify opinion as either positive 
or negative. Support vector machine algorithm is used to 
classify reviews where improved SVM is by its hyper 
parameters. So optimized SVM gives good result than SVM 
and naïve bayes. At last we have compared performance of all 
classifier with respect to accuracy. 
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I. INTRODUCTION 
 
 In recent years, there is an active trend towards using 
various machine learning techniques for solving problems 
related to Natural Language Processing (NLP). One of this 
problems is the automatic detection of emotional coloring 
(positive, negative, neutral) of the text data, sentiment 
analysis. The goal of this task is to determine whether a given 
text (or movie review in our case) is positive, negative or 
neutral according to its influence on the reputation of 
particular movie. The difficulty of sentiment analysis is 
determined by the emotional language enriched by sleng, 
polysemy, ambiguity, sarcasm, all this factors are misleading 
for both humans and computers. 

 
The high interest of business and researchers to the 

development of sentiment analysis are caused by the quality 
and performance issues. Apparently the sentiment analysis is 
one of the most in-demand NLP tasks. For instance, there are 
several international competitions and contests whichtry to 
identify the best method for sentiment classification. 

Sentiment analysis had been applied on various levels, starting 
from the whole text level, and then going towards the sentence 
and\or phrase level 

 
We used the Support Vector Machine (SVM)for 

classification task. SVM is not better than other machine 
learning methods, but it performs at the state-of-the-art level 
and has much current theoretical and empirical appeal. Related 
experimental results show that SVM is subject to attain 
significantly higher accuracy than traditional mining schemes. 
We propose a method to assume polarity strength of an 
opinion. The label polarity of each opinion as weak, steady 
and strong. The accuracy of our classifier for data shows that 
our generated classify an unknown opinion with promising 
accuracy. 
 

II. RELATED WORK 
 

Frame Work for Fast Feedback Opinion Mining on 
Twitter Data 

 
This focuses on the computational infrastructure for 

fast-feedback opinion mining. This is especially challenging 
since, when encountering buggy software, customers would 
just switch to free software with similar functionality without 
providing any feedback. Lokmanya thilak Govindan Sankar 
Selvan and Teng-Sheng Mohframe work makes use of real-
time Twitter data stream. These data streams are filtered and 
analyzed and fast feedback is obtained through opinion 
mining. The framework is built upon Apache Hadoop todeal 
with huge volume of data streamed from Twitter. Training 
data consisting of 200 tweets was collected in four different 
time frames, 50 tweets in each. Test data consisting of 250 
tweets was collected afterwards. All the tweets were manually 
labeled with polarity and cross-validated by three individuals. 
Then the manually provided polarity was compared with the 
polarity provided by the sentiment dictionary.  

 
The experiments have shown 84% accuracy in the 

sentimental analysis. Our framework is therefore able to 
provide fast, valuable feedbacks to companies. 
 
Product Opinion Mining Using Sentimental Analysis on 
Smart Phone Reviews 
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They can represent various opinions on various 
streams of life which has really become crucial in our daily 
life to analyze the pattern in which things are exponentially 
growing. This research paper provides you with sentimental 
analysis of various smart phone opinion son smart phones 
dividing them Positive, Negative and Neutral Behavior. This 
is basically being obtained by studying the various posts being 
posted the author Shilpi Chawla and Gaurav Dubey by varied 
number of users considering their areas of interest 
categorizing the smart phones. 

 
  Analysis of plenty of words coupled in a sentence 
represent various sentiments of users and the various 
experiences and impact that product has given them. This 
analysis compiles a structural modelling approach and 
Bayesian Interface system to identify the polarity of the 
opinion which subsequently classifies positive and negative 
opinions. Creating the subsets for training data and testing 
data. The data set assigned training should be well equipped to 
evaluate to conclude the relevancy of the data set.SVM 
(Support Vector Machine) approach which is one step ahead 
the Nave Bayes Classifier and overcomes all the drawback of 
the existing classifier. On the existing data. 
 
Sentimental Analysis on Movie Review Data Using Lexicon 
Algorithm 

 
Sentimental analysis is known as opinion mining is a 

natural language processing technique used to extract the 
feeling or attitude of general masses regarding a given subject 
or product. The aim of this research paper is to perform 
sentiment analysis on movie review data. Propose a system for 
sentiment analysis based on lexical technique. We have used 
movie reviews as the domain for the analysis and obtained 
these posts from Twitter. The tweets so collected contain a 
pool of reviews with positive, neutral and negative orientation. 
Apart from the reviews, we also include a bank of positive, 
negative and negation words andemoticons. Deebha 
Mumtazand Bindiya Ahuja In the first step, pre-processing is 
undertaken and the sentences are filtered to remove the 
undesired words, hash tags, punctuation marks, numbers etc. 
The refined database is then evaluated using lexical analysis. 
The sentence is broken down into words, which are compared 
with the list of positive and negative terms. Depending on the 
match, the Score of the review is calculated. If the sentence 
contains a negation word such as not, no etc then the final 
score value is reversed and the orientation flips. We have 
developed the program in R Studio which is a free and open-
source integrated. 

 
Sentimental Analysis on Social Feed to Predict the Election  

 The text mining over the real time data to predict the 
result of election that which party will win the state or national 
election held in India. In our work we get the data from twitter 
where the citizens of India give the opinion about the political 
parties and the analysis of these sentiments is done to 
conclude the result. 
 

Every task is performing to get an output the main 
aim of our work is also to get a result. The output of the task is 
defined whether the work is done accurately or not. The main 
aim of Neha Gigi and Amanpreet Kaur research is to predict 
the election. As India is a democratic country where we chose 
our representative through election the result should come 
after some days and tells which party wins the election, 
keeping this thing in the mind we try to develop the system 
which predicts the result that which party will win the election 
on the basis of the comments given by the citizen of the 
country by the way of twitter. The success of the system 
depends on the rate of accuracy and the precision value.The 
system gives high accuracy that means our work goes in the 
right direction. Frequency tells us the intensity of the things 
which is regularly happened. In the text mining, the frequency 
of words has very much importance which tells that in the 
database which words is regularly used and what is its 
frequency of words occurrence. 

 
Customers Opinions Performing Sentimental Analysis on 
Real Time Twitter Data 

 
Nowadays, streaming data tends to collect data from 

live streaming to run analysis and generate reports for data 
prediction. This process requires skilled professional for 
acquiring data from live stream using complex coding and 
queries. The above drawback is overcome in this research 
work by implementing streaming algorithm to fetch data from 
twitter using a keyword search.G.Kavitha and B.Saveen The 
Twitter data visualization application is designed for data 
visualization, report generation and its analysis. The live 
twitter data is fetched by configuring the system with Hadoop, 
Hive warehouse and Apache Flume. By using flume agent, the 
keyword file is placed on Hadoop cluster to acquire relevant 
data via flume channel and then sink the collected data in 
Hadoop Distributed File System. The twitter data application 
creates a database in Hive and imports the collected data to 
Hive table for visualization.  

 
The output results are categorized for report 

generation and a graphical representation is used for 
sentimental analysis. The obtained positive, negative, neutral 
opinion from the tweets can be used for decision making. This 
application can be deployed for analyzing the real time public 
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opinion about the Election, Government activities and any 
topic of societal interest. 
 

III. RESEARCH METHODOLOGY 
     

 
Figure 1 : Proposed Frame Work of Opinion mining 

 
1. Data collection  

 
Here we have used Polarity movie review dataset. 

Separate text file is maintained for each review.Dataset is also 
taken to show effect of proposed method on different dataset. 
Twitter dataset is taken from twitter API and dataset is taken 
from websites 
 
2. Dataset Preprocessing 

 
Data Preprocessing may be a technique is employed 

to alter the data into a clean data set. In alternative words, 
once the information is collected from completely different 
sources it collects in raw format that is not potential for the 
analysis.Reviews contain information which are not clearly 
expressive or say meaning and need to be removed unwanted 

punctuations: All punctuations which are not necessary, it has 
been removed.  
 
Stop Word Removal: 
   
Some words used more and more time such words are called 
stop word. This pronouns, prepositions, conjunctions have no 
specific meaning.  
 
Stemming: 
 
  It converts word into its grammatical root form. 
Stemming technique converts word 
like“teach”,”teacher”,”teaching”,”teached”,”teaches” to root 
word teach. It minimizes the feature set and makes efficient 
classification performance by using java language. 
 
3. Applying NLP 

 
Natural language processing could be a platform that 

works out the quality structure of sentences, as an example, 
that teams of words along (as "phrases") and that words are 
the subjective word or objective word of a verb. Stanford 
language process (or NLP) could be a part of text mining that 
performs a special quite linguistic analysis that essentially 
helps a machine “read” text.  

 
The processes facilitate to extract the part of speech 

like verb, Noun, Subjective words, adverb etc. the method of 
distribution one in every of the part of speech to the given 
word is named elements Of Speech tagging. It’s ordinarily 
mentioned to as POS tagging. It specifies nouns, verbs, 
adverbs, adjectives, pronouns, conjunction and their sub-
categories during this tagging. 
 
4. Polarity Finder 

 
We classify each polarity with weak, steady and 

strong label. The confidence Score of a classified data point is 
used to label the polarity. For example, if adata point is 
classified as negative and confidence  score is poor, we 
assumed thisdata as weak negative. 
  
5.  Improved SVM Classification 

 
In machine learning algorithms the radial basis 

operate kernel, or RBF kernel, could be a common kernel 
operate utilized in varied kernel learning algorithms. 
Specially, it's normally utilized in support vector machine 
classification.SVM (support vector machine) is very important 
in machine learning algorithms.  
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It is used for classification and regression models .In 
SVM classifiers by applying kernel technique for optimum 
margin hyper planes.SVM (RBF) Kernel technique for the 
classification of each linear and snon-linear knowledge. 
Support Vector Machine (SVM) is supervised learning models 
and it connected with learning algorithms that analyses data 
and classifies patterns. The essential SVM takes a group of 
computer file, for every given input, that has two attainable 
category forms the output creating it a non-probabilistic binary 
linear classifier. RBF could be a kernel operates that utilized 
in several learning algorithmic rule. RBF could be an 
extremely polynomial operate SVM is employed for 
classification, pattern recognition, and text classification. By 
victimization Kernel SVM classification vital knowledge 
retrieved clearly. 

 
 Support Vector Machine (SVM) has been chosen for 
the classification in the experiments. The support-vector 
machines are a learning machine for two-group classification 
problems introduced by. It is used to classify the texts as 
positives or negatives. SVM works well for text classification 
due toits advantages such as its potential to handle large 
features. 

 
Another advantage is SVM is robust when there is a 

sparse set of examples and also because most of the problem 
are linearly separable Support Vector Machine have shown 
promising results in previous research in sentiment analysis 
     

IV. RESULT AND DISCUSSION 
` 

As the result is concentrated fully Improved SVM  is 
supervised learning models and it related with learning 
algorithms that analyses data and classifies patterns. Stanford 
Natural language processing (or NLP) is a part of text mining 
that performs a special kind of linguistic analysis that basically 
helps a machine “read” text. 

 
The Improved SVM algorithms are applied in 

features classification. It will improve the accuracy and less 
time consuming. The experimental result used to compare 
SVM algorithm Improved SVM Based Classifier Algorithm 
Precision is fraction of retrieved data that are relevant to the 
computed value and it is computed using the following 
equation  
 

 Precision P = tp/(tp + fp) 
 
Where tp is true positive and fp is false positive   Recall is 
fraction of relevant data that are retrieved and it is computed 
using the following equation  
 

 Recall      R = tp/(tp + fn) 
 
ComparisonWhere fn is false negative 
 

Accuracy A =tp+tn / (tp+tn+fp+fn) 
 

Table :1 Naive bayes VS Improved SVM 
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Figure 2: Naive bayes VS Improved SVM 

 
V. CONCLUSION AND FUTURE WORK 
 
The dataset using optimized SVM. Here Comparison 

is made between Optimized Support Vector Machine towards 
Support Vector Machine and naïve bayes classifier. Modifying 
hyper parameter value of RBF kernel SVM gives better result 
compare to Support Vector Machine and Naïve Bayes 
algorithm. Hyper parameters are soft margin constant C and 
Gamma γ. Proposed approach has found optimal value for 
hyper parameter which classifies dataset with more accuracy 
than existing system.  

 
There are many improved  SVM functions available 

with many hyper parameters. These values can be modified to 
improve accuracy. 
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