
IJSART - Volume 4 Issue 7 – JULY 2018                                                                                           ISSN [ONLINE]: 2395-1052 

 

Page | 1147                                                                                                                                                                   www.ijsart.com 

 

Under Water Image Enhancement By The Multilevel 

Fusion 
M. Sri Lakshmi 1, V.  Balaji2 
1Dept of Digital image processing 
2Assistant Professor, Dept of CSE 

1, 2 Acharya Nagarjuna University, Andhra Pradesh 

 

Abstract- Image enhancement is a process of increasing the 

clarity of image by its characteristics. Identification of the 

object inside the water is difficult because of the poor contrast 

and visibility.  Here we used recent methods that are 

developed for the underwater environment.  The mingle of two 

images that are derived from color remunerated and white- 

balanced approximation of the old degraded image. The two 

images to fusion, as well as their related weight maps, are 

defined to transfer of edges and color contrast to the output. 

Gamma correction is used to alter the output levels of a 

monitor. To avoid the sharp weight map transitions create 

surface in the low frequency components of the reconstructed 

image, here we use multi scale fusion strategy. Fusion gives 

the result of the dark regions, increase the global contrast and 

edge sharpness. By using this algorithm the output is 

independent of the camera settings as well as it increases the 

accuracy of image processing applications that is image 

segmentation and key point matching. 
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I. INTRODUCTION 

 

 Upgrading the quality of the image is nothing but the 

image enhancement. In the sea water images, the objects at a 

distance of more than 10 meters are unperceivable and the 

colors are faded because their composing wavelengths are cut 

according to the water depth.  Underwater image is an 

important source in different branches of technology and 

scientific research, such as inspection of underwater 

infrastructures and cables, detection of man-made objects, 

control of underwater vehicles, marine biology research, and 

archeology. The presence of the floating particles are known 

as “marine snow” increase absorption and scattering effects. 

The main components of fusion based enhancing technique, 

including inputs and associated weight maps. Before 

concluding comparative qualitative and quantitative 

assessments of our white-balancing and fusion-based 

underwater dehazing techniques, as well as some results about 

their relevance to address common computer vision problems, 

namely image segmentation and feature matching. The dark 

channel prior is based on the following observation on turbid 

free or haze-free images: In most of the patches, at least one 

among the three color channel (R, G, and B) has some pixels 

whose intensity are very low and close to zero. Due to the 

reason of having shortest wavelength of blue color it can 

travels a long distance results more dominant than other color 

in water. Our approach is focusing on recovery of degraded 

image followed by enhancement. Proposed methodology is 

related to dark channel prior phenomenon. DCP use the 

information to remove the haze and color variations based on 

color compensation. The DCP has initially been proposed for 

outdoor scenes dehazing. It assumes that the radiance of an 

object in a natural scene is small in at least one of the color 

component, and consequently defines regions of small 

transmission as the ones with large minimal value of colors. 

 

II. BACKGROUND KNOWLEDGE 

  

In this we have been considered to restore or enhance 

the images captured in the under water. In this first section, 

discuss about the white balancing for increasing the contrast of 

the image. In this second section, discuss about the gamma 

correction for controls the overall brightness of an image. In 

this third section, discuss about the sharpening for subtract a 

blurred copy to detect the edges. In this third section, discuss 

about the multi-scale fusion for balancing the weights.       

 

 
Fig1.  Designing of multi-scale fusion 

 

2.1 White balancing:   
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  The white balancing step aims to removing the color 

cast induced by the underwater light scattering. The input 

image is taken from the underwater to perform the white 

balancing. White balancing is reduces the contrast of the 

image present in the dark channel.  The image splits into two 

inputs LF and RF then pass to the next section. 

 
Fig.2 White balancing 

 

2.2 Gamma correction: 

  

Gamma correction controls the brightness of an 

image. Images witch are not properly corrected can look either 

bleached out, or too dark.  Gamma correction takes the input 

from white balancing (LF) and performs the gamma correction 

to reduce the darkness present in the image. 

 

2.3 Sharpening: 

 

 Sharpening is the process of refining a sharp edge of 

appropriate shape on a tool.  We discuss about the sharpening 

for subtract a blurred copy to detect the edges. The input from 

the white balancing (RF) is passing to the sharpening to the 

edges. Shading is also reduced by the sharpening for better 

visual effects. 

 

2.4 Multi scale fusion: 

 

   Two images are derived from a white-balanced 

version of the single input, and are merged based on a 

(standard) multi-scale fusion algorithm. By using this we 

avoid the noise present in the image. Weight is balanced by 

the fusion. 

 

Digital image processing is the processing of 

manipulation of digital image through a digital computer. 

 

Light Propagation in Underwater 

 

 The interaction between the surface and the source 

light is affected by the time of the day, shape of the interface 

between the water and air (rough vs. calm sea). When the light 

is propagates on the water it reflects back and some energy is 

observed. In sea water the light has to go through is several 

hundreds of times than in normal atmosphere. In deeper 

oceans green and blue colors are not effective because of the 

dark channel prior. As phenomenon, sub sea water absorbs 

step by step different wavelengths of light. Red, which 

corresponds to the longest wavelength, is the first to be 

absorbed (10-15ft), followed by orange (20-25ft) and yellow 

(35-45ft). The loss of red is noticeable in the pictures up to the 

5ft. The underwater objects can appear 25% more than the 

reality. 

The comprehensive studies of McGlamery [12] and Jaffe [13] 

have shown that the total irradiance incident on a generic point 

of the image plane has three main components in underwater 

mediums: direct component, forward scattering and back 

scattering. The direct component is the component of light 

source is reflected directly by the target object onto the image 

plane. The image coordinate X is the direct component is 

expressed as: 

 

ED(x) =J(x)e−ηd(x)=J(x)t(x)   (1) 

 

Where J(x) is the radiance of the object, d(x) is the 

distance between the observer and the object, and η is the 

attenuation coefficient. The exponential term e−ηd(x) is also 

known as the transmission t(x) through the underwater 

medium.  

 

 When the flash hits the water particles, and it’s 

reflect back to the camera. It simply changes the position and 

angle of the image pixels. Because of this back scattering the 

contrast loss and color changes is happened. 

 

Mathematically, it is often expressed as: 

 

EBS(x) = B∞(x) (1−e−ηd(x))  (2) 

                                                                                                

  Where, B∞(x) is a color vector known as the back 

scattered light. Ignoring the forward scattering component, the 

simplified underwater optical model thus becomes: 

 

I(x) = J(x) e−ηd(x) +B∞(x) (1−e−ηd(x))                                                                                   

(3) 

 

III. PROPOSED SYSTEM 

 

In image enhancement approach we adopts a two-

step strategy, that is combining of white balancing and image 

fusion, to improve underwater images without resorting to the 

explicit inversion of the optical model. In our approach, white 

balancing aims at compensating for the color cast caused by 

the selective absorption of colors with depth, while image 
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fusion is considered to enhance the edges and details of the 

scene, to mitigate the loss of contrast resulting from 

backscattering. We now focus on the white-balancing stage. 

White-balancing aims at improving the image aspect, 

primarily by removing the undesired color castings due to 

various illumination or medium attenuation properties. In 

underwater, the perception of color is highly correlated with 

the depth, and an important problem is the green-bluish 

appearance that needs to be rectified. When the light pass 

through the  water, the attenuation process affects selectively 

the wavelength spectrum, thus affecting the intensity and the 

appearance of a colored surface. Since the scattering 

attenuates more the long wavelengths than the short ones, the 

color perception is affected as we go down in deeper water. In 

practice, the attenuation and the loss of color also depends on 

the total distance between the observer and the scene 

 

 
Fig3. Multi-scale fusion architecture 

 

By this process bluish tone is gray world, but fails in 

the red artifacts because of the low mean values. 

 

To compensate for the loss of red channel is: 

 

1. The green channel is relatively well preserved in the 

under water, compared to the red and blue channels. 

Light with a long wavelength i.e. the red light, is 

indeed lost first when traveling in clear water; 

2. The green channel consists opponent color 

information compared to the red channel and it is 

important to compensate for the stronger attenuation 

induced on red, compared to green one. Therefore, 

we compensate the red attenuation by adding a 

fraction of the green channel to red. We had initially 

tried to add both a fraction of green and blue to the 

red but, as can be observed in Fig. 3, using the 

information of the green channel allows to better 

recover the entire color spectrum while maintaining a 

natural appearance of the background; 

3. The compensation must be proportional to the 

difference between the mean green and the mean red 

values because, under the Gray world assumption, 

this difference reflects the unbalance between red and 

green attenuation; 

4. To avoid saturation of the red channel during the 

Gray World step that follows the red loss 

compensation, the enhancement of red should 

primarily affect the pixels with small red channel 

values, and should not change pixels that already 

include a significant red component. In other words, 

the green channel information should not be 

transferred in regions where the information of the 

red channel is still significant. Thereby, we want to 

avoid the reddish appearance introduced by the Gray-

World algorithm in the over exposed regions. 

Basically, the compensation of the red channel has to 

be performed only in those regions that are highly 

attenuated. This argument follows the statement in, 

telling that if a pixel has a significant value for the 

three channels, this is because it lies in a location 

near the observer, or in an artificially illuminated 

area, and does not need to be restored. 

 

Mathematically, express the compensated red 

channel Irc at every pixel location (x) as follows:  

 

Irc(x) = Ir(x)+α.(  −  ).(1− Ir(x)).Ig(x), 

(4) 

 

where Ir, Ig represent the red and green color 

channels of image I, each channel being in the interval [0, 1], 

after normalization by the upper limit of their dynamic range; 

while ¯ Ir and ¯ Ig denote the mean value of Ir and Ig. In 

Equation 4, each factor in the second term directly results 

from one of the above observations, and α denotes a constant 

parameter. In practice, our tests have revealed that a value of α 

= 1 

 

To compute the compensated blue channel Ibc as:  

 

Ibc(x) = Ib(x) +α. (  −  ).(1−Ib(x)).Ig(x), 

(5) 

                                                        

Where Ib, Ig represent the blue and green color 

channels of image I, and α is also set to one. In the rest of the 

paper, the blue compensation is only considered in Figure 3. 

All other results are derived based on the sole red 

compensation.  

 



IJSART - Volume 4 Issue 7 – JULY 2018                                                                                             ISSN [ONLINE]: 2395-1052 

 

Page | 1150                                                                                                                                                                   www.ijsart.com 

 

After the red (and optionally the blue) channel 

attenuation has been compensated, we resort to the 

conventional Gray-World assumption to estimate and 

compensate the illuminant color cast. 

 

A. Inputs of the Fusion Process 

 

To overcome this loss we perform the sharpened 

version of the white balanced image. Finally we follow the 

unsharp masking principle the formula for the unsharp 

masking gives the sharpened image S. 

 

S = I +β (I −G ∗ I),     (6) 

                                                                                            

Where I is the white balanced image G∗I denotes the 

Gaussian filtered version of I, andβ is a parameter. In practice, 

the selection of β is not trivial. A small β fails to sharpen I, but 

a too large β results in over-saturated regions, with brighter 

highlights and darker shadows. To circumvent this problem, 

we define the sharpened image S as follows: 

 

S = (I +N {I −G∗I})/2,         (7) 

                                                                                                         

 The sharpening method defined in (7) is referred to as 

normalized unsharp masking process. It has the advantage to 

not require any parameter tuning, and appears to be effective 

in terms of sharpening. 

 

B. Weights of the Fusion Process 

  

Weight of the pixel is important to represent the 

image in a better way, based on the saliency metrics or 

number of local image quality. 

 

3.1 Laplacian contrast weight (WL): 

 

 Laplacian filter is applied on the luminance channel 

for estimates the global contrast. This indicator is used in 

many applications such as tone mapping and extending depth 

of field to assigns high values to edges and texture. This 

weight is not enough to recover the contrast for this we 

introduce complementary much between a ramp flat regions. 

To handle this problem, we contrast assessment metric. 

 

3.2 Saliency weight (WS): Saliency map is used for 

highlighted area by the high luminance values and regions. 

For this we used an additional weight map based on the 

observation that saturation decreases in the highlighted 

regions. 

 

3.3 Saturation weight (WSat): The weight map is simply 

computed (for each input Ik) as the deviation (for every pixel 

location) between the Rk, Gk and Bk color channels and the 

luminance Lk of the kth input:  

 

Wsat=[1/3(Rk−Lk)2+(Gk−Lk)2+(Bk−Lk)2]1/2 

(8) 

                                                                                 

In practice, for each input, the three weight maps are 

merged in a single weight map as follows. For each input k, an 

aggregated weight map Wk is first obtained by summing up 

the three WL, WS, and Wsat weight maps. The K aggregated 

maps are then normalized on a pixel-per-pixel basis, by 

dividing the weight of each pixel in each map by the sum of 

the weights of the same pixel over all maps. Formally, the 

normalized weight maps   are computed for each input as  

                                            

Wk = (Wk+δ)/(K ),                                                                                               

    (9) 

 

With δ denoting a small regularization term that 

ensures that each input contributes to the output. δ is set to 0.1 

in the rest of the paper. The normalized weights of 

corresponding weights are shown at the bottom of Fig.3. 

 

To reducing the overall complexity of the fusion 

process, the sharpening image and gamma corrected image are 

combined and performs the fusion.  Final output gives more 

information compare to the previous image. 

 

IV. RESULTS AND DISCUSSION 

 

Then we canvas our dehazing method with the 

existing enhancement techniques. At last we prove the quality 

of the image is shown by using the MSE and PSNR values.  

 

 The mean square error(MSE) is the most widely used 

full reference quality, computed by averaging the squared 

intensity differences of distorted and reference image pixels, 

along with the related quantity of peak signal-to-noise ratio 

(PSNR). These are appealing because they are simple to 

calculate, have clear physical meanings, and are 

mathematically convenient in the context of optimization. The 

majority of the proposed perceptual quality assessment models 

have followed a strategy of modifying the MSE measure so 

that are penalized in accordance with their visibility. By using 

this we can directly derive how much of noise is reduced. The 

proposed method shows better results compared with the 

earlier methods. 

 

Mathematically MSE and PSNR are represented as follows:  
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MSE=             (10) 

                                                                                                  

 -is original image,   fused image  

 

-are the rows and columns of the image 

 

PSNR (dB) = 10*log ( )      (11) 

                                                                                                                                                                                                                                                                           

The MSE and the PSNR are the two error metrics used to 

compare image compression quality.  

 

Table: 1 Reduced noise 

 
 

Table:2 Noise present in the image 

 
 

 
fig4. 

 

 
Fig5 

 
Fig6 

 

Fig4,5,6: White balancing by (a)input image, (b)white 

balanced for red channel, (c)white balanced for green 

channel,(d)white balanced for blue channel, (e)gamma 

correction for red channel, (f)gamma correction for blue 

channel, (g)sharpening, (h)fused image. 

 

V. CONCLUSIONS 

  

We used an alternate method to enhance the videos 

and images. Our approach builds on the fusion based on the 

single original image and able to enhance the wide range of 

underwater image. We demonstrate the utility and relevance of 

the proposed image enhancement technique for several 

challenging underwater computer vision applications. 
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