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Abstract- As deep web grows, there has been increased 
interest in techniques that help efficiently locate deep-web 
interfaces. However, due to the large volume of web resources 
and the dynamic nature of deep web, achieving wide coverage 
and high efficiency is a challenging issue. Propose system has 
a two-stage framework, namely Smart Crawler, for efficient 
harvesting deep web interfaces. In the first stage, Smart 
Crawler performs site-based searching for center pages with 
the help of search engines, avoiding visiting a large number of 
pages. To get more accurate results for a focused crawl, 
Smart Crawler ranks websites to prioritize highly relevant 
ones for a given topic. In the second stage, Smart Crawler 
achieves fast in-site searching most relevant links with an 
adaptive link-ranking. To eliminate bias on visiting some 
highly related links in hidden web sources, design a link tree 
data structure to achieve wider coverage for a website. Our 
experimental results on a set of representative domains show 
the agility and accuracy of our proposed crawler framework, 
which efficiently retrieves deep-web interfaces from large-
scale sites and achieves higher harvest rates than other 
crawlers. 
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I. INTRODUCTION 
 
         The Deep web is the information resources on 
the World Wide Web (WWW)which is not reported by normal 
search engines. The World Wide Web contains different types 
of information in the form of free text. The uncertain 
expansion and popularity of the www and availability of huge 
amount of data on the Internet makes extraction of information 
from web pages difficult. However, due to the heterogeneous 
or unstructured web page design, it is very difficult to recover 
information sources. Some of the Web mining applications, 
such as comparison shopping robots, require rich maintenance 
to deal with different data formats. For conversion of input 
pages into structured data automatically, many algorithms are 
designed in the area of information extraction(IE).The 
information source can be classified into three main categories 
free-text, structured-text and semi-structured text. Originally, 
the extraction system emphasis on free-text extraction. 
 

 The structured information comes from databases, 
which provide strict or well defined formats of data, therefore, 
it is easy to extract information through some query language 
such as Structured Query Language (SQL).The other type is 
the semi-structured information, which falls in between both 
free-text and structured information. A good example of semi-
structured information are Webpages. According to the 
statistical results by Mini watts Marking Group,the growth of 
web users during this period is over 200 % and there are more 
than 2billion internet users from over 278 countries and world 
regions. At the same time, public information and virtual 
places are increasing accordingly, which covers any type of 
information needs. Thus it attracts much attention or focus on 
how to extract the useful information from the Webpages or 
Web. 
 
 Currently, the web documents can easily be extracted 
or obtain by giving a keyword as input to a web search engine. 
But the drawback is that the system may not provide require 
relevant information web pages and it is not easy for the 
computer to automatically extract the information contained. 
The reason is web pages are designed for human browsing, not 
for machine interpretation. Most of the pages are available in 
Hypertext Markup Language (HTML) format, which is a 
semi-structured 
 
Language, and change frequently. There are Several 
challenges in extracting information from a semi-structured 
web page are – 

 Lack of a schema. 
 Ill formatting 
 High update frequency and semantic heterogeneity of 

the information. 
 

Web Crawler is one of the building blocks of search 
engines which perform the important role. A web crawler 
around the internet collecting and storing it in a database for 
further analysis and arrangement of the data. A web crawler is 
systems that go around over internet storing and collecting 
data into database for further arrangement and analysis. The 
process of web crawling involves gathering pages from the 
web. After that they arranging way the search engine can 
retrieve it efficiently and easily.The critical objective can do 
so quickly. Also it works efficiently and easily without much 
interference with the functioning of the remote server. A web 
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crawler begins with a URL or a list of URLs, called seeds. It 
can visited the URL on the top of the list. Other hand the web 
page it looks for hyperlinks to other web pages that means it 
adds them to the existing list of URLs in the web pages list. 
 

II. LITERATURE SURVEY 
 
  System are going to concentrate on describing 
necessary elements, empty page filtering and URL 
deduplication. The Wanderer was written in Perl and ran on 
one machine. It had been used till 1996 to gather statistics 
concerning the evolution of the online. Moreover, the pages 
crawled by the Wanderer were placed into associate index, the 
-Wandex, therefore giving rise to the first computer 
programmer on the online, Gregorian additional crawler-based 
web Search engines became available. 
          

In year 1993, calendar month 3, Jump Station-
implemented by Jonathan Fletcher the planning has not been 
written up, Also the World Wide Web Worm, and RBSE 
spider. WebCrawler joined the field in Apr 1994, and MOM 
spider was delineated an equivalent year. This first generation 
of crawlers identified a number of the defining problems in 
internet crawler style. There are a unit many key reasons why 
existing approaches do not seem to be very well fitted to 
purpose. 
 

III. PROPOSED SYSTEM 
 
Propose system is an effective deep web harvesting 

framework, namely Smart Crawler, for achieving both wide 
coverage and high efficiency for a focused crawler. Based on 
the observation that deep websites usually contain a few 
searchable forms and most of them are with in a depth of 
three, our crawler is divided into two stages- site locating and 
in-site exploring. The site locating stage helps achieve wide 
coverage of sites for a focused crawler, and the in-site 
exploring stage can efficiently perform searches for web forms 
within a site. 
 

VI. IMPLEMENTATION 
 

 The working flow of proposed system i.e. the Smart 
crawler data extractor is, first as input the URL (Uniform 
resource Locator) is given to either training or testing phase of 
any of BFS or Naive Baysian. Once the crawling will start 
then the relevant URL are added to database.Crawling is 
continue process which runs at background and at the same 
time user can search results from existing results which are 
present in database. At the time of crawling the classification 
of URL is provided as an additional feature of proposed 

system in various class labels. By taking the reference of 
different crawled data it will generate the  
graph. 
 
Algorithm- for Web crawling- 
The algorithm takes the input as websites (URL) and gives the 
relevant sites or data as output 
 

1. while * of candidate sites less than a threshold do 
2. pick a deep website 
3. site=getDeepWebSite(siteDatabase,seedSites) 
4.  resultP age = reverseSearch(site) 
5. links = extractLinks(resultP age) 
6. foreach link in links do 
7. page = downloadPage(link) 
8. relevant = classify(page) 
9.  if relevant then 
10. relevantSites=extractUnvisitedSite 
(page) 
11. Output relevantSites 
12. End 
13. End 
14. End 

 

 
Fig. Architecture of proposed system 

 
Comparison of Classification Algorithm Used for 
Classification- 
 
The proposed system uses two different classification 
algorithms- 
 

 BFS 
 Naive Baysian 

 
Above are classification algorithms used for 

classifying links or URL in five different classes like 
index,page flip,thread,other,untagged all these are classes used 
for classification. 
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The BFS is a semi-supervised learning approach 
which uses concept of traversing tree. In BFS it will generate 
tree structure when it read the URL once tree is form it 
traverse tree for generating the regular expression and match 
expression with already exist expressions in DB. The BFS is 
semi-supervised hence it require training and based on training 
it perform the testing. Itonly recognize those URL format 
which are trained during training, the URL with change format 
it will simply skip it. 

 
The Naive Baysian is a supervised learning approach 

which uses concept of calculating probabilities.In Naive 
Baysian it will calculate probability when it read the URL.In 
naïve bayes it will calculate probabilities step wise first it go 
for individual probability then group, final and last the 
maximum probability among them then on the basis of 
probability decide URL comes under which category.The 
Naive bayes is supervised hence it require training 

 
And based on training it perform the testing.It 

recognize those URL format which are trained during training 
,as well as it will train itself for any new URL ,comes in 
testing it is additional feature of naive bayes. If we take 
comparison naive bayes is more accurate then BFS it will 
show count of no of extracted URL using both algorithms. 
Naive generate fast results than BFS algorithm. 
 

V. RESULT 
 

In this work it have proposed approach to 
automatically extract URL from websites.This approach used 
information from the web instead of using the local 
information. The web knowledge is basically required for the 
data extraction. The approach have also compared the 
performance of system using two widely used classification 
algorithms i.e. Naive Bayesian and Breadth First Search.The 
main contribution of this system is: 

 
 To automatically extract links from websites. 
 To demonstrate the use of web intelligence to speed 

up information retrieval. 
 

In the results, it show the performance of data extraction 
system using real world data. 
 

The results show that the proposed approach, though 
simple, gives F measure. Thus the approach is promising for 
real world application for extracting the data. These proposed 
system will enable data scientist to find the relevant and useful 
links or websites for their research. As a part of future 
research it will build upon this system and develop a search 
engine for researchers as well as students teachers or for any 

end user.Expand this work to use in several other domains 
where data extraction are required for research. 
 
ACCURACY: 
 

The accuracy of proposed system is calculated using 
the different functions such as the standard evaluation metrics 
like precision, recall and F-measure. In the standard 
information retrieval terminology, these metrics are defined as 
follows- 

 
 Precision (P) The ratio between the number of 

relevant items in retrieved items and the 
total number of retrieved items. Items here mean the 
website names (URL). 

 Recall (R) The ratio between the number of relevant 
items in the retrieved items and thetotal number of 
relevant items. Recall is computed for each of the test 
URL and thenaveraged for all the URL to get an 
average recall. 

 F-measure (F) A measure that combines precision 
and recall is the harmonic mean ofprecision (P) and 
recall(R). The F-measure is computed using the 
average precisionand average recall values. 
 

F=2*((P*R)/ (P+R)) above is the formula to calculate the F-
measure for gettingthe accuracy. 
 

VI. CONCLUSION AND FUTURE SCOPE 
 

SmartCrawler framework is used for deep web 
crawling. Smart Crawler achieves both wide coverage for deep 
web interfaces and maintains highly efficient 
crawling.Crawling is nothing but the task of scanning the web 
page from top to bottom line by line like a small baby is 
crawling similarly, Smart Crawler performs searching of 
relevant sites and also perform site based locating by reversely 
searching the known deep web sites for center pages, which 
can effectively find many data sources. Hence, SmartCrawler 
is the better choice for extracting data through webpage than 
other previous technics like wrapper, focused crawler etc. 

 
The future scope for proposed system is, It is 

beneficial in the field of browsing i.e. it help a lot to 
implement own browser.Any browser that currently used are 
have crawling is there basic activity for example, Google is 
well known browser which itself used the concept of crawling 
data form different heterogeneous sources on internet.It collect 
all required links sub-links to its own servers and generate fast 
results for the query of user. 
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