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Abstract- In today’s world the numbers of ecommerce 
companies are increasing day by day and also huge number of 
products is coming into the market. When customers want to 
buy the products they generally just see a rating of the 
products and then purchase them. Later they come to know 
that products are not good.  The rating is obtained from the 
reviews given by the users. There is no sentiment analysis 
performed on those reviews and if they are performed then the 
reviews which are not genuine are also taken into 
consideration. Twitter is a social media platform in which the 
number of users is increasing in millions which spans across 
different domains of users like college students, companies, 
politics, government programmers, film stars. In this paper 
first the tweets are collected for a set of hash tags related to 
various products. Once the tweets are collected the sentiment 
analysis is performed on those tweets as well as on products, 
sequence of data mining processes namely data cleaning, 
tokenization, frequency computation, feature vector 
computation are done. After that there is N*N comparison 
made in order to find the similarity between tweets. The rate 
variation of the sentiments and early time frame are measured 
for each user which are one of the important factors for spam 
user and tweet classification. The classifier will take into 
consideration weights and the factors namely Number Of 
Followers, Number of friends, Number of retweets, similarity 
measure, positive Rate Deviation, Negative Rate Deviation, 
Neutral Rate Deviation, Early Time Frame Ratio 
 
Keywords- Tokenization, Frequency computation, Feature 
Vector Computation, Sentiment Analysis, Data Cleaning, 
Similarity Measure 

 
I. INTRODUCTION 

 
 Text mining is an approach which is responsible to 
find out short meaningful conclusions mining the data 
meaning the data it has it has lot of concepts like data 
processing data processing voice removal stop words removal 
tokenization frequency competition frequency computation 
this in this regard in this regard there is lot of work done in the 

literature.  In this work first the list of hash tags are submitted 
for each of the products. Data Collection is performed using 
the twitter API. Once the tweets are Collected then set of 
trained positive and negative keywords are taken and then 
sentiment analysis is performed on tweets and also on 
products. The Tweets are taken and then set of words known 
as stop words are removed. Once each of the tweets has been 
cleaned then they are converted into set of words known as 
tokens. After that the repeated words per each tweet are 
combined and weight is assigned known as frequency so that 
the redundancy is removed. The Inverse Document Frequency 
and Feature Vector is computed for each of the tokens across 
all collected tweets.  After that each tweet is compared against 
another tweet to measure similarity by making use of feature 
vector, intersection sum, union sum and then similarity 
measure. If the similarity measure of the tweet exceeds a 
certain threshold then the tweets are grouped as similar 
otherwise they are not grouped. For each of the tweet users the 
rate deviation is computed along with early time frame. 
Finally the classification measure will be based on tweet/user 
characteristics, similarity measure, rate deviations and time 
frame. Once we get the classification measure the tweets and 
user classification is performed. 
 

II. BACKGROUND 
 

As per the article [1]  there are lot of fake reviews 
given for products and also The companies hire freelancers 
from places like the Philippines, Bangladesh, and Eastern 
Europe to write fake reviews for $1 to $10 each, and The 
Attorney General's Office slammed them with combined fines 
of more than $350,000.But this big reveal just scratched the 
surface.  

 
1)  Consumers' purchase decisions [2] are increasingly 

influenced by user-generated online reviews. 
Accordingly, there has been growing concern about the 
potential for posting deceptive opinion spam---fictitious 
reviews that have been deliberately written to sound 
authentic, to deceive the reader. But while this practice 
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has received considerable public attention and concern, 
relatively little is known about the actual prevalence, or 
rate, of deception in online review communities, and less 
still about the factors that influence. 

2)  Websites containing consumer reviews [3] are 
becoming targets of opinion spam fictitious opinions that 
have been deliberately written to sound authentic. 
Integrating work from psychology and computational 
linguistics 
 
 Spam campaigns spotted [4] in popular product 
review websites (e.g., amazon.com) have attracted 
mounting attention from both industry and academia, 
where a group of online posters are hired to 
collaboratively craft deceptive reviews for some target 
products. The goal is to manipulate perceived reputations 
of the targets for their best interests. Many efforts have 
been made to detect such colluders by extracting point 
wise features from individual reviewers/reviewer-groups, 
however, pairwise features which can potentially capture 
the underlying correlations among colluders and 
spammers and tweet users. 
 

III. PROPOSED SYSTEM MODULES 
 

 
Fig1 shows the various modules used in the classification of 
tweets as spam and users as spam. In this section each of the 

modules are described in depth. 
 
III.A Hashtag Collection  
 

This module is responsible for taking input the hash 
tags and then save the hash tags in the format of (HashTagID, 
Hashtag and ProductID). HashTagID is an auto generated ID 
for the hash tag, Hash Tag is the actually hash tag in twitter on 
which the tweet has been performed. Product ID is the unique 
ID for the product to which the hashtag belongs. 

 
III.B Tweet Retrieval 

Twitter stores the reviews of the Products in the form 
of tweets which are associated with Hash Tags. This Module 
is responsible for collecting tweets from Twitter by Passing 
the Hash Tag, APPID and Secret Key. APPID and Secret Key 
are unique generated IDs by twitter when application is 
created. Hash tag is a concept under which the users will be 
able to Tweet. First a HTTP Request is sent from our 
application to the twitter application by passing the APPID, 
Secret Key, Oauth Key and OAuth Token. Once the 
authentication is successful then the list of hash tags are 
obtained. For each hash tag the tweets are collected and stored 
in the tweet matrix format which will contain the following  
 

 
 
III.C Polarity Computation per Tweet per Feature 

 
This module is responsible for computing the 

sentiments of each tweet per feature. The positive sentiments, 
negative sentiments and neutral sentiments are found out per 
feature type. The feature types can be battery, memory, screen, 
touch. The sentiment analyzer module is trained with a set of 
positive, negative and neutral sentiments.  The polarity 
computation matrix can be defined as below  
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The algorithm used for computation of tweet wise sentiment is 
given in the Fig 2 
 

 

 
 

Fig2: Tweet Based Sentiments 
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 Fig2: Tweet Based Sentiments 
 
Fig2 shows the Tweet Based Sentiment computation algorithm 
details. 
 
 
III.D Polarity Computation per Product per Feature 

 
This module is responsible for computing the polarity 

of each of the product per feature.  For each of the product the 
reviews are found out and then the total polarity is computed 
based on summation of polarity across the reviews associated 
with the product. 
 

The positive sentiment for the product is computed 
using the following 
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The negative sentiments for the product is computed using the 
following  
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The Neutral Sentiments are computed using the 
following equation  
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III.E Data Cleaning  
  

The Data Cleaning algorithm is responsible for 
removal of stop words. Each of website is cleaned by 
removing the stop words from description. Stop words are the 
set of words which do not have any specific meaning. The 
data mining forum has defined set of keywords which do not 
have any meaning like a, able, about, across, after, all, 
almost, also, am, among, an etc. 
 
III.F Tokenization 
 Tokenization is a process of converting the clean data 
into a set of words known as tokens.  
   
 
III.G Frequency Computation 
 

This is a process in which the frequency computation 
is performed. For each of the tweets the frequency is 

computed. Frequency is number of times a 
thi  token appears 

in
thj  tweet. The frequency computation can be done using 

algorithm defined in fig3. 
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Fig3: Frequency Computation Algorithm 

 
III.H TF-IDF Computation 
 

 
The TF-IDF computation is performed by measuring 

the inverse document frequency which depends on frequency 
and number of tweets in which token is present. 

 
The inverse document frequency is given by the formula  
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The TF-IDF is defined as  
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TF-IDF Computation is done using the algorithm used in fig4 
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Fig4: TF-IDF Algorithm 
 
III.I Similarity Measure  
 
 This module is responsible for measuring the 
similarity between tweets. It does a N*N Comparison between 
tweets and group them if they exceed a certain threshold.  The 
similarity measure algorithm can be described using the 
following steps 
 

1. Consider that there are 2 tweets to be compared t1 
and t2 

2. Find the list of unique words in tweet t1 
3. Find the list of words in the tweet t2 
4. Find the intersection word set between t1 and t2 
5. Find the union word set between t1 and t2 
6. For each of the word in the intersection set  

a. Obtain the word  
b. Find the TF-IDF for word in tweet t1 
c. Find the TF-IDF for word in tweet t2 
d. If TF-IDF(t1)>= TF-IDF(t2) then  

Intersectionsum= intersectionsum+ 
       TF-IDF(t1) 
    Else 
Intersectionsum= intersectionsum+ 
       TF-IDF(t2) 

7. For each of the word in the union set 
a. Obtain the word 
b. Find the TF-IDF for word in tweet t1 
c. Find the TF-IDF for word in tweet t2 
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d. If TF-IDF(t1)<= TF-IDF(t2) then  
unionsum= unionsum+ 
       TF-IDF(t1) 
    Else 
unionsum = unionsum + 
       TF-IDF(t2) 

e. Compute the similarity measure using the 
following equation 

unionsum
tionsumermeasuresimilarity secint


 

   
III.J User Based Early Time Frame Ratio 
 
User Based Early Time Frame Ratio provides the measure of 
how frequently the user performs the tweet. User Based is 
computed for all the users who have tweeted for the given 
hashtag.The user based early time frame ratio is given by the 
following equation  
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III.K Rate Deviation  
 
 The rate deviation will provide the variance of the 
sentiments performed by the user for the given product. If the 
variance is large then the tweet is closer to spam. The rate 
deviation computed for sentiments can be defined as below 
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In a similar fashion the rate deviation would be 
computed for negative and neutral sentiments per product and 
per user. 
 
III.L Classification of Tweets and Users 
 

 First the various user characteristics, similarity 
measure, early time frame and rate deviation are normalized 
with respect to total value across tweets/users. After that the 
total measure is computed for each of the tweets using the 
following equation 
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The threshold is found out. Once the total measure 

exceeds the threshold it is treated as spam otherwise it is 
treated as non-spam. 
 

IV.  EXPERIMENT RESULTS AND ANALYSIS 
 
 A complete web application has been created using 
Spring Framework along with ExtJS and Angular JS 
framework in order to execute the various stages for Spam 
Identification. This section describes the output of each 
section    
 
Hash tag Submission 
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Fig5: Hashtag Submission Input 
 

Asjhdhash  Fig 5 shows the Hashtag 
Submission Screen in which the user will be able to select the 
product and then provide a hashtag in twitter which 
corresponds to the product. 
  
View Hashtags 
 

 
Fig6: View Hashtags 

  
Fig5 shows the hash tags which have been submitted 

in the application. Hashtag ID is the unique ID generated for 
the hashtag and Hashtag is the hash tag used in twitter 
application for peforming the tweet. 
 
Data collection using Twitter 

 
Fig 7: Data Collection part1 Grid 

 
Fig 7 shows the data collected from twitter for the set 

of hashtag. TweetID is the unique ID for the tweet. Tweet 
Details is the details of the statements which the user has 
tweeted.User ID is the unique User ID for tweet. Screen Name 
is the name of the screen on which the tweet has been 
performed. Language is the unique language code here the 
language code is en because only tweets related to english 
language are retrived.  
 

 
Fig 8: Data Collection using Twitter Part2 

 
Fig 8 shows the remaining columns of the data 

collection. The first column indicates the number of followers 
for tweet, The Second Column indicates Number of friends, 
User Id of Twitter is the unique ID for user in twitter 
application. Number of Retweets  perfomed on the tweet as 
well as Number of Tweets have been given in the above  
matrix. 
 
Data Cleaning Results 
 

 
Fig9: Data Cleaning Results 

   
Fig shows the subpart of the data cleaning outout 

where the first column is the tweet id and the second column 
is the tweet details but in a clean format which will not contain 
even a single stop word 
 
Tokenization Output 
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Fig 10:  Tokenization output 

 
 Fig 10 shows the output for tokenization. As shown 
in the fig Token ID is the auto generated unique Id for each 
row of the tokenization matrix. Tweet ID is the unique ID for 
the tweet. Token Name is the name of the token. 
 
Frequency Computation  

 
Fig 11: Frequency Computation 

 
Fig 11 shows the output of frequency computation. 

As shown in the frequency computation matrix the first 
column indicates  FreqID which is the unique ID for each row 
of frequency computation. Tweet ID is the unique ID for the 
tweet. Token Name is the word which is present in the tweet 
and Frequency is number of time word is repeated in the 
tweet. For example display is repeated 1 in the tweet number 
230 where as earn is present twice in the tweet number 320. 

 
Feature Vector Computation 
 

 
Fig 12: Feature Vector Computation 

  
 Fig 12 shows the feature vector computation in which 
the first column indicates the tweet id which is the unique ID 
for tweet. The second column is the token name, the third 
column is the frequency of the token , Number of tweets are 
number of tweets in which word is present, IDFT is the 
inverse document frequency for word and Feature Vector is 
TF-IDF for the word in the tweet. 
 
Similarity Measure 
  
` Fig 13 shows the  similarity measure. As shown in 
the fig there is Main Tweet ID is the tweet which is taken 
under consideration, Compared Tweet ID is the tweet with 
which the main tweet id is compared. Union Sum  and 
Intersection Sum for each similarity measure are also shown. 
 

 
Fig 13: Similarity Measure Part1 
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Fig 14: Similarity Measure Part2 

  
 Fig 14 shows the similarity measure parameters in 
which each of the tweet similarity measure is shown along 
with group id to which the tweet belongs and similarity status 
will be true if the tweets are similar otherwise it will be false. 
  
Tweet Based Sentiments Measure 
 
Tweet based sentiments measure contains the tweet id, 
positive, negative, nuetral sentiment along with feature type 
for each of the sentiments. Fig 15 shows the sentiment 
analysis for each tweet 
 

 
Fig 15: Tweet Based Sentiments 

 
Product Based Sentiments  

 
Fig16: Product Based Sentiments 

 
Fig 16 shows the product based sentiments. As 

shown in the fig the first column is the product name, the 
second column is the total positive sentiments across all tweets 
, third column is the total negative sentiments across all 
tweets, neutral rating is the total neutral sentiments across all 
the tweets and finally feature type for which sentiments have 
been computed. 
  
Sentiments Graph 
 

 
Fig17: Product Information 

 
Fig 17 shows the product information which indicates the 
product name and an associated product id. 
 

 
Fig18: Feature Type Selection 
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Fig 18 shows that the feature TOUCH has been selected
 

 
 Fig 19: Sentiments Graph 
  

Fig 19 shows the graph related to sentiments. As 
shown in the fig the yaxis indicates the product id and x axis 
represents the positive rating for each of the product. In a 
similar fashion negative and neutral graphs are obtained for 
each of the feature types. 
 
Classification Measure 
 

 
Fig 20: Classifier Part1 

 
Fig 20 shows the part1 of classifier. As shown in the 

classifier tweet id is the unique id for the tweet. Followers 
Probability is the number of followers for the tweet to the 
number of followers across all the tweets. Tweet Probability is 
the number of tweets to the total number of tweets across all 
users. Friends Probability is the ratio of number of friends for 
the user who has performed tweet to the total number  of 
friends across all tweets 

 
Fig 21: Classifier Part2 

 
Fig 21 shows the Classifer Matrix another 3 columns. 

Retweet Probability is the number of retweets for the tweet to 
the total number of retweets. Spam Probability is the ratio of 
number of spam probability for tweet to the total spam 
probability across all the tweets.  Similarity Measure is the 
measure of similarity for the tweet to other tweets to the total 
similarity addition across all the tweets. 

 

 
Fig 22: Classifier Part3 

 
 Fig 22 shows the outout for classification measure 
with additional columns,Rate Deviation Positive which is the 
rate deviation for positive for the tweet to the total rate 
deviation positive acorss all the tweets. In a same fashion for 
negative and neutral rate deviation. 
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Fig 23: Classifier Part4 

 
 Fig 23 shows the classifier part4 with additional 4 
columns. As shown in the fig early time frame is measured 
along with threshold and total measure for each tweet which is 
summation of all parameters with weight adjustabality. If the 
total measure exceeds the thereshold then the tweet is regarded 
as spam otherwise it is regarded as non spam.  
 
Classifier Graph- TWEET 
 

 
 Fig 24: Classification Of Tweets 
 

Fig 24 shows the graph of amoung total tweets how 
many of them are spam and how many are non spam. As 
shown in the graph 3 tweets are treated as spam and remaining 
are treated as non spam. 
 
Classify User  
 

 
Fig 25: Classifier User 

Fig 25 shows the user id and whether the user is a spammer or 
not. If user is a spammer it is marked as true otherwise it is  
marked as false. 
 

V. CONCLUSION 
 
 In this paper a series of processes have been applied 
which will classify the tweet /user as a spam or non spam. 
Also the results are shown for each of the processes like data 
collection using twitter, data cleaning , tokenization, 
frequency computation, feature vector computation, tweet 
wise polarity computation, product wise polarity computation, 
rate deviation for positive, negative and nuetral polarity, early 
time frame measure and finally classification measure is done. 
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