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Abstract- Clustering is a significant task in data analysis and 
data mining applications. It is the task of arrangement a set of 
objects so that objects in the identical group are more related 
to each other than to those in other groups (clusters). Data 
mining can do by passing through various phases. Mining can 
be done by using supervised and unsupervised learning. The 
clustering is unsupervised learning. A good clustering method 
will produce high superiority clusters with high intra-class 
similarity and low inter-class similarity. Clustering algorithms 
can be categorized into partition-based algorithms, 
hierarchical-based algorithms, density-based algorithms and 
grid-based algorithms. In this survey paper, an analysis of 
clustering and its different techniques in data mining is done. 
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I. INTRODUCTION 
 
 Clustering is a major task in data analysis and data 
mining applications. It is the assignment of combination a set 
of objects so that objects in the identical group are more 
related to each other than to those in other groups. Cluster is 
an ordered list of data which have the familiar characteristics. 
Cluster analysis can be done by finding similarities between 
data according to the characteristics found in the data and 
grouping similar data objects into clusters. Clustering is an 
unsupervised learning process. A good clustering method will 
produce high superiority clusters with high intra-class 
similarity and low inter-class similarity. The superiority of a 
clustering result depends on equally the similarity measure 
used by the method and its implementation. [1]. 
 

 The Cluster analysis groups data objects based only 
on the information found in the data that describes the objects 
and their relationships. The goal is that the objects within a 
group be similar (or related) to one another and different from 
(or unrelated to) the objects in the other groups. The greater 
similarity (or homogeneity) of clustering is within a group, 
and the greater the difference between groups, the better or 
more distinct the clustering [2]. Data may be thought of as 
points in a space where the axes correspond to the variables. 

The cluster analysis divides the space into regions, 
characteristic of the groups found in the data. The main 
advantage of a clustered solution is automatic recovery from 
failure, that is, recovery without user intervention. The 
disadvantages of clustering are complexity and inability to 
recover from database corruption. An ordered list of objects, 
which have some common characteristics of cluster. The 
objects belong to an interval [a, b], in our case [0, 1] [3]. The 
distance between two clusters involves some or all elements of 
the two clusters. The clustering method determines how the 
distance should be computed [4]. A similarity measure 
SIMILAR ( Di, Dj ) can be used to represent the similarity 
between the documents. Typical similarity generates values of 
0 for documents exhibiting no agreement among the assigned 
indexed terms, and 1 when perfect agreement is detected. 
Intermediate values are obtained for cases of partial agreement 
[5]. If the similarity measure is computed for all pairs of 
documents ( Di, Dj ) except when i=j, an average value 
AVERAGE SIMILARITY is obtainable. Specifically, 
AVERAGE SIMILARITY = CONSTANT SIMILAR ( Di, Dj 
), where i=1,2,….n and j=1,2,….n and i< > j. The lowest 
possible input value of similarity is required to join two 
objects in one cluster. The similarity between objects 
calculated by the function SIMILAR (Di,,Dj), represented in 
the form of a matrix is called a similarity matrix. The 
dissimilarity coefficient of two clusters is defined as the 
distance between them. The smaller the value of the 
dissimilarity coefficient, the more similar the two clusters are. 
The first document or object of a cluster is defined as the 
initiator of that cluster, i.e., similarity of every incoming 
object’s is compared with the initiator [6]. The initiator is 
called the cluster seed. The procedure of the cluster analysis 
with four basic steps is as follows:  
 

 Feature selection or extraction.  
 Clustering algorithm design or selection.  
 Cluster validation. 
 Results interpretation 
  

 In Data Mining the two types of learning sets are 
used, they are supervised learning and unsupervised learning. 
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a) Supervised Learning: In supervised training, data includes 
together the input and the preferred results. It is the rapid and 
perfect technique. The accurate results are recognized and are 
given in inputs to the model through the learning procedure. 
Supervised models are neural network, Multilayer Perceptron 
and Decision trees. 
 
b) Unsupervised Learning: The unsupervised model is not 
provided with the accurate results during the training. This can 
be used to cluster the input information in classes on the basis 
of their statistical properties only. Unsupervised models are 
for dissimilar types of clustering, distances and normalization, 
k-means, self organizing maps. 
 

II. GOALS OF CLUSTERING 
 
The goal of clustering is to determine the intrinsic 

grouping in a set of unlabeled data but how to decide what 
constitutes a good clustering? It can be shown that there is no 
absolute “best criterion which would be independent of the 
final aim of clustering. Consequently, it is a user which must 
supply this criterion, in such a way that the results of 
clustering will suit their needs. For instance, we could be 
interested in finding representatives for homogeneous groups 
(data reduction) , in finding “ natural clusters” and describe 
their unknown properties ( “natural” data types), in finding 
useful and suitable groupings ( “useful” data classes) or in 
finding unusual data objects (outlier detection). [7]. 
 

III. GENERAL TYPES OF CLUSTERS 
 
Well-Separated Clusters: If the clusters are sufficiently well 
separated, then any clustering method performs well. A cluster 
is a set of node such that any node in a cluster is closer to 
every other node in the cluster then to any node not in the 
cluster.[8]. 
 
Center-Based Clusters: A cluster is a set of objects such that 
an object in a cluster is nearest (more similar) to the “center” 
of a cluster, than to the center of any cluster other then it. The 
center of a cluster is often called as centroid, the average of all 
the points in the cluster, or a mediod, the most 
“representative” point of a cluster. 
 
Contiguous Clusters (Nearest neighbor or Transitive): A 
cluster is a set of points so that a point in a cluster is nearest 
(or more similar) to one or more other points in the cluster as 
compared to any point that is not in the cluster. 
 

Density-Based Clusters: A cluster is a dense region of points, 
which is separated by according to the low-density regions, 
from other regions that is of high density. Used when the 
clusters are irregular, and when noise and outliers are present. 
Conceptual Clusters: Shared property or Conceptual Clusters 
that share some common property or represent a particular 
concept. 
 

IV.TYPES OF CLUSTERING ALGORITHMS 
 

Clustering is a division of data into groups of similar 
objects [9]. The clustering algorithm can be divided into five 
categories, viz, Hierarchical, Partition, Spectral, Grid based 
and Density based clustering algorithms. The overview of 
clustering algorithms is depicted in Figure 1. 
 

 
Figure (1).  An overview of clustering algorithms. 

 
The overall aim of the data mining process is to 

separate the information from a large data set and transform it 
into an understandable form for further use. The clustering 
algorithm can be divided into different categories and the 
description of each algorithm, advantages and disadvantages 
are described in the below table 1. The computational 
complexity of some typical and classical clustering algorithms 
in Table 1 with several newly proposed approaches 
specifically designed to deal with large-scale data sets. The 
cluster algorithm examines unlabeled data, by either 
constructing a hierarchical structure, or forming a set of 
groups, according to a pre specified number [10]. 

 
Table-1: Clustering Methods-Advantages, Disadvantages and its Complexities 
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Clustering 
Method 

Description Advantages Disadvantages complexity 

K-Means It is efficient in processing large 
data sets. It often terminates at a 
local optimum.  The clusters have 
spherical shapes. It is sensitive to 
noise. 

 Ease of implementation and 
high-speed performance. 
Measurable and efficient in 
large data collection. 

Selection of optimal 
number of clusters is 
difficult. Selection of the 
initial centroids is random  

O(NKd) 
time  
O(N+ K) 
(space)  
 

Fuzzy C 
Mean 
(FCM) 

This algorithm works by assigning 
membership to each data point 
corresponding to each cluster center 
on the basis of distance between the 
cluster center and the data point. 
More the data is near to the cluster 
center more is its membership 
towards the particular cluster center. 
Clearly, summation of membership 
of each data point should be equal 
to one 

Gives best result for 
overlapped data set and 
comparatively better then k-
means algorithm. Unlike k-
means where data point 
must exclusively belong to 
one cluster center here data 
point is assigned 
membership to each cluster 
center as a result of which 
data point may belong to 
more than one cluster 
center. 

Apriori specification of 
the number of clusters. 
 With lower value of  β 
we get the better result 
but at the expense of 
 more number of iteration. 
Euclidean distance 
measures can unequally 
weight underlying factors. 

Near O(N)  
 

Hirarchical It is of two types: Agglomerative 
Hierarchical clustering 
algorithm/AGNES (agglomerative 
Nesting) and Divisive Hierarchical 
clustering algorithm or DIANA 
(divisive analysis). Both this 
algorithm are exactly reverse of 
each other. So we will be covering 
Agglomerative Hierarchical 
clustering algorithm in detail. 

No apriori information 
about the number of clusters 
required. Easy to implement 
and gives best result in 
some cases. 
 

Time complexity of at 
least O(n2 log n) is 
required., where ‘n’ is the 
no. of data points. Based 
on the type of distance 
matrix chosen for 
merging different 
algorithms can suffer with 
one or more of the 
Sensitivity to noise & 
outliers. No objective 
 function is directly 
minimized  

O(N2) 
(time) 
O(N2) 
(space)  
 

CLARA The ClusteringLARgeApplication 
algorithm randomly chooses a small 
portion of the actual data as a 
representative of the data. If the 
sample is selected in a fairly random 
manner, it should closely represent 
the original dataset. CLARA draws 
multiple samples of the dataset, 
applies PAM to each sample, finds 
the medoids, and then returns its 
best clustering as the output.  

It is simple to understand 
and implement. It takes less 
time to execute as compared 
to other techniques. 

The drawback of this 
algorithm is the user has 
to provide pre-determined 
value of k and it produces 
spherical shaped clusters. 
It cannot handle with 
noisy data objects 

O(K(40+K)
2+K(N-K))+ 
(time)  
 

CLARANS CLARANS is an efficient medoid-
based clustering algorithm. In 
CLARANS, the process of finding k 
medoids from n objects is viewed 
abstractly as searching through a 
certain graph. In the graph, a node is 
represented by a set of k objects as 

The advantage of the 
partition-based algorithms 
that they use an iterative 
way to create the clusters.  

The number 
of clusters has to be 
determined in advance 
and only spherical shapes 
can be determined as  
clusters. 

Quadratic in 
total 
performance  
 



IJSART - Volume 4 Issue 5 – MAY 2018                                                                                          ISSN [ONLINE]: 2395-1052 
 

Page | 815                                                                                                                                                                     www.ijsart.com 
 

selected medoids. Two nodes are 
neighbors if their sets differ by only 
one object. In each iteration, 
CLARANS considers a set of 
randomly chosen neighbor nodes as 
candidate of new medoids. 

BIRCH IRCH (Balanced Iterative Reducing 
and Clustering using Hierarchies).It 
is a scalable clustering method. 
Designed for very large data sets. 
Only one scan of data is necessary. 
It is based on the notation of CF 
(Clustering Feature) a CF Tree. CF 
tree is a height balanced tree that 
stores the clustering features for a 
hierarchical clustering. Cluster of 
data points is represented by a triple 
of numbers (N, LS, SS) Where N= 
Number of items in the sub 
cluster.LS=Linear sum of the 
points.SS=sum of the squared of the 
points. 

Finds a good clustering with 
a single scan and improves 
the quality with a few 
additional scans 

It Handles only numeric 
data 

O(N) (time)  
 

DBSCAN Density Based Clustering of 
Applications with noise. DBSCAN 
is a density-based algorithm. 
DBSCAN requires two parameters: 
epsilon (Eps) and minimum points 
(MinPts). It starts with an arbitrary 
starting point that has not been 
visited .It then finds all the neighbor 
points within distance Eps of the 
starting point. If the number of 
neighbors is greater than or equal to 
MinPts, a cluster is formed. The 
starting point and its neighbors are 
added to this cluster and the starting 
point is marked as visited. The 
algorithm then repeats the 
evaluation process for all the 
neighbors’ recursively. If the 
number of neighbors is less than 
MinPts, the point is marked as 
noise. 

DBSCAN does not require 
one to specify the number of 
clusters in the data a priori, 
as opposed to k-means. 
DBSCAN can find 
arbitrarily shaped clusters. It 
can even find a cluster 
completely surrounded by a 
different cluster. DBSCAN 
has a notion of noise. 
DBSCAN is designed for 
use with databases that can 
accelerate region queries, 
e.g. using an R* tree. 
 

The quality of DBSCAN 
depends on the distance 
measure used in the 
function region Query. 
The most common 
distance metric used is 
Euclidean distance.  

O(N log N) 
(time)  
 

CURE A new algorithm for detecting 
arbitrarily-shaped clusters at large-
scale is presented and named 
CURE, for “Clustering Using 
Representatives”. The algorithm 
works by pre-clustering a sample of 
the entire dataset, then using 
representative points within the 
sample to assign the remainder of 

CURE ignores the 
information about the 
aggregate inter-connectivity 
of objects in two clusters. 
So it is introduced 
Chameleon algorithm.  It 
appropriate for handling 
large data sets.  

The algorithm is robust to 
the presence of outliers. 
The clustering algorithm 
can recognize arbitrarily 
shaped clusters. 

O(N2sample
logNsample) 
(time)  
O(Nsample) 
(space)  
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the dataset. The sample is clustered 
using an agglomerative clustering 
algorithm which keeps track of the 
representative points in each cluster, 
as well as the nearest neighbor of 
each cluster at each step. 

 
 

V. PROPERTIES TO THE EFFICIENCY AND 
EFFECTIVENESS OF A NOVEL ALGORITHM 

 
New technology has generated more complex and 

challenging tasks, requiring more powerful clustering 
algorithms. The following properties are important to the 
efficiency and effectiveness of a novel algorithm. 

 
 Generate arbitrary shapes of clusters rather than be 

confined to some particular shape; 
 Handle large volume of data as well as high-

dimensional features with acceptable time and 
storage complexities; 

 Detect and remove possible outliers and noise; 
 Decrease the reliance of algorithms on users-

dependent parameters; 
 Have the capability of dealing with newly occurring 

data without relearning from the scratch; 
 Be immune to the effects of order of input patterns; 
 Provide some insight for the number of potential 

clusters without prior knowledge; 
 Show good data visualization and provide users with 

results that can simplify further analysis; 
 Be capable of handling both numerical and nominal 

data or be easily adaptable to some other data type. 
 

VI. CONCLUSION 
 

Clustering is an important task in Data analysis and 
data mining applications. Clustering is a task grouping a set of 
objects so that objects in the same group are more similar to 
each other than to those in other cluster. In this paper, an 
attempt has been made to give the basic concept of clustering, 
by providing different clustering algorithms with their Pros 
and Corns. 
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