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Abstract- Networks are controlled by software applications 
which are called Software Defined Networking (SDN) 
controllers. Traditional network controllers are tedious and it 
is hard to manage old, rigid commands and consoles. A key 
requirement of SDN is speed and automation which is not 
possible in traditional network controller. In a traditional 
network controller, we require a lot of administrative work. So 
it requires a lot of administrative work. SDN is an open 
technology and it is more flexible to the previous technology 
and network system. It has more interoperability functions and 
it has greater innovation in it. It gives a cost effective solution 
which also gives most important advantage. This paper 
provides SDN Architecture as well as Enterprise networks 
architecture. It also provides applications of SDN and 
advantages and disadvantages of SDN. This paper compares 
SDN with traditional systems. 
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I. INTRODUCTION 
 
 Software defined networking can be said to a new 
paradigm which separates network control logic from data 
(traffic) forwarding [1,2]. It centralizes all traffic management 
decisions in the SDN controller. 
 

The primary benefit of this approach is that it allows 
real time and dynamic updating of traffic forwarding policies 
in network fabric infrastructure and due to real time 
programmability availability of SDN, we can also change the 
role of individual network devices. For e.g., a forwarding 
switch to a forwarding firewall or just a firewall by remotely 
changing the traffic management primitives implemented in 
respective switches. This scheme is well suited for modern 
network infrastructures comprising specially cloud based 
multi-tenanted user environments because these requires 
frequent changes in business and user requirement [2,3]. 
However, cloud based system or data centers are not the only 
beneficiary of the SDN technology. The scope of SDN is also 
expanded in network environment including 5G mobile 
communications to campus based network due to the notion of 
real time network programmability which is offered by 

software defined networking. SDN attempts to build a 
computer network by separating into two systems. The first 
system is the control plane which provides performance and 
fault management via net flow IP fix SNMP (Simple Network 
Management Protocol) and other standard protocols[4,5]. It 
typically handles configuration management of the SDN 
compliant devices and understands the network topology 
loaded with these details. The controller can process 
connection request based on desired requirements such as QoS 
(Quality of Service) levels. The controller can also perform 
link management between devices. The second system is the 
data plane which is responsible for forwarding traffic to the 
selected destination. Switches can either be reliant on the 
controller to make forwarding decisions or make the decisions 
on their own. The control plane configures connection paths or 
flows into the data plane through the use of a control protocol. 
The control protocol is used by the controller in a software 
defined network to perform important functions such as 
connection set-up[4,5]. 
 
1.2. Software-Defined Networking 
 

Today’s networks have two functions. The first is the 
data plane whose task is to forward packets to their ultimate 
destination. But in order for the data plane to work, we also 
need a way of computing the state that each of these routers 
has that allows the routers to make the right decision in 
forwarding traffic to the destination[2,3]. The state that lives 
in each of these routers that allows the routers to make these 
decisions about how to forward packets which are called 
routing tables. It is the job of the network’s control plane to 
compute these routing tables. In conventional networks, the 
control and data plane both run on the routers that are 
distributed across the network. 
 

In SDN, the control plane runs in a logically 
centralized controller. Additionally, the controller typically 
controls multiple routers across the network and often, the 
control program exerts control over all the routers in the 
network [2,3]. Thus facilitating network-wide control. These 
two characteristics are the defining features of SDN. The 
separation of data and control allows a network operator to 
build a network with commodity devices where the control 
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resides in a separate control program. This refactoring allows 
us to move from a network where devices are vertically 
integrated and making it very tough to innovate to a network 
where the devices have open interfaces that can be controlled 
by software. 
 

SDN is a new technology designed to make the 
network more agile[1]. Traditional networks are often quite 
static, slow to change and dedicated to single services. With 
SDN, we can create a network that handles many-many 
different services in a dynamic fashion allowing us to 
consolidate multiple services onto one common infrastructure 
for both service providers and carriers. For e.g., a service 
provide may want to allocate most of their metro network 
bandwidth to business services during the day, to internet 
services during the evening and to new high capacity on 
demand batch jobs and virtual machine movements as well as 
backup solutions overnight. This allows the service provider to 
consolidate three different networks into one powerful 
network that can be allocated on demand[4,5]. 
 

The two essential concepts behind SDN are 
abstraction and automation. By abstracting the network 
service required for an application into a network policy, 
applications are freed from underlying low level complexity 
and empowered to program their network connectivity. SDN 
automates the manual time intensive request based 
provisioning model. The network policy instantiates new 
application configuration tasks automatically replacing a 
laborious expensive process possibly hundreds of times a day. 
Nuage networks virtualized services platform unleashes the 
full power of SDN. 
 

In 1999, we all were really cared about the size of the 
pipe. It was 1.5 megabits per second. At that time we were 
transferring files, we were transferring pictures, we were 
transferring entire video files, and we were transferring 
emails[5]. 
 

Basically, everything was a file. We only cared 
speed. How fast can we transfer entire files from point A to 
point B. Since we were transferring files now let’s move 
forward to about 2005. YouTube comes out, Skype is now 
around, and Voice over IP becomes a bigger deal. Digital 
surveillance becomes an issue. So now we started dealing with 
YouTube, Skype, and voice over IP, we are now doing real 
time communication. Real time communication (RTC) needs 
something different than simple transfer of files. So what real 
time communication cares about is something called latency. 
 

So before it was how fast we move a chunk of data 
from point A to point B. With latency, we cared about how 

fast we can get individual packets from point A to point B. 
The more the latency is, the longer it takes for these individual 
packets and the worse this real time communication will work. 
If there is more latency then jitter, then it results in timing 
drift, network congestion and route changes[3,4,5]. Jitter is the 
packet delay variation from sender to receiver. So in speed, we 
were saying this is a 10 megabit per set connection. In latency, 
we generally talk about like 21 millisecond connection. So 
that is what we were worried about in 2005. We were dealing 
with file stuff and then we were dealing with RTC which were 
2 separate things we dealt with. So with RTC, we have dealt 
with latency and that is when we added to our networking 
equipment called QoS. What quality of service allowed is? It 
is allowed for the ability to prioritize packets[6]. So we could 
say that a VoIP (voice over IP) packet was more important 
than an FTP (File Transfer Protocol) packet. Since the void 
packet needs less latency so it moved down the pipe faster 
than the FTP packet. When we were dealing with RTC in 
2005 time frame that is when they really started pushing 
quality of service (the prioritization of packets). So first, we 
had speed then we had QoS. Well, now we get to the 2011-
2012-2013 timeframe and when we are dealing with our 
networking systems, it is becoming more and more 
complicated. So we used to say that FTP traffic is of low 
priority and sip traffic is of high priority. It was really easy to 
say. Now as more and more devices are being connected to the 
network, FTP traffic is more important than sip traffic. 
Sometimes video traffic is more important than voice traffic 
and sometimes it’s less important. The problem is with the 
systems that we have with QoS, We can’t dynamically 
configure this information. We can say basically that one 
packet is more important than another. We cannot 
programmatically state that at certain times FTP traffic is more 
important than its sip traffic and other times sip traffic is more 
important than FTP traffic[4]. Well, that is where this SDN or 
Software defined networking comes into play. Now we can 
dynamically model and shape our traffic depending on what 
we need to do. So essentially the big thing is that we separate 
networking into the control plane and to the data plane. What 
this means, the data plane is what actually has all the switches 
and all the routers that allow packet to go from point A to 
point B. So the data plane is the switches, the routers, the 
bridges all of them. The control plane is a set of management 
servers that communicate with all of the different networking 
equipment on the data plane and it tells all sip traffic should 
have priority over FTP traffic and then we can say, all SMTP 
traffic should have more priority over sip traffic. From a 
control console, we are able to control the entire network at 1 
place[4,5,6]. So the big thing with SDN is that we are 
separating out the different components of the networking 
infrastructure so that we can deal with them separately. 
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1.3 SDN Architecture 
 

 
Fig. 1 Basic SDN Architecture 

 
The SDN architecture could be divided in 3 distinct 

plane. At the very bottom is the data plane which comprises of 
hardware such as network switches. Above the data plane is 
the network control plane. This comprises of a centralized 
controller which computes and communicates network 
policies to individual devices. The centralized controller could 
be as simple as a server machine attached to the network 
running on controller software. Residing above the control 
plane is the application plane[4,5,6]. This plane comprises of 
individual applications which could be network monitoring 
utilities, voice over IP applications which has a particular set 
of requirement such as delay, latency etc. These applications 
communicate their requirements to the controller on the 
control plane. Communication between the application and the 
control plane is by means of northbound application 
programming interface (API) such as the restful protocols. 
While the controller communicates with the data plane devices 
such as network switches using the southbound application 
programming interface commonly using the open flow 
protocol. The application residing at the top of the SDN 
architectural hierarchy, therefore this is an 
  
 
abstract view of the available network resources and it is the 
job of the network controller to translate these requirements 
into policies or rules in individual network devices. 

 
 

II. SDN FOR ENTERPRISE NETWORKS 
 

Today, a wide range of business applications inside 
enterprises are being used over a network. In addition to 
ordinary companies, IT infrastructure is now utilized across 
various fields such as education and hospital facilities. 
 

Secure Enterprise SDN (or SES) from AT (Allied 
Telesis) reduces the cost associated with network operation 
and management and enhances security by relating the 
applications and networks utilized in enterprises and various 
other industries. 
 

SES, based on Openflow, dynamically determines the 
access policy of enterprise network by getting various 
information from enterprise applications. This architecture 
will provide high security and usability for enterprise 
networks. Specifically the solution comprises three enterprise 
application and cloud services. The three applications are: 
Comprehensive Threat detection engine from Trend Micro, IT 
Asset Management software from Quality Soft, and a Human 
resource management service from Lacrasio. SDN controller 
from Allied Telesis will automatically maintain enterprise 
networks related to these applications. 
 

Secure Enterprise SDN has three key features, the 
first is Application related provisioning. When personnel are 
transferred within a company. An administrator has to gather 
information such as user section, device information and 
working hours from separate databases under a legacy 
network, and then assign and configure the information 
manually one by one. 
 

Today since it has become so normal for a single user 
to own multiple devices, an administrator has to consume a lot 
of time for the maintenance and configuration which is very 
complicated. The application related provisioning which 
consists of a human resource management workflow, ITS 
management software and the SDN controller automatically 
configures ENTERPRISE LAN. 
 

This removes the need to configure individual 
settings and enables simple operation and management[8]. For 
eg., An Administrator registers personnel information using a 
Human resource management service in advance. Then, only 
the user device and such information needs to be updated 
through the IT asset management software which will be 
distributed to the SDN controller. The users will be able to use 
the network from a point of joining their new sections. This 
enables automatic network access control based on people’s 
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place and time. Dramatically reducing complicated operational 
management. 
 

The second feature is security control by venerability 
countermeasure. After devices are granted through the 
provisioning feature, the devices will deal with various 
information and that will include personal and confidential 
information. In such cases, unless there is a high level security 
in the device itself, there is a risk of information security 
incidents, such as personal information leakage. Even when 
bad software is installed on a device and security measure 
alerts the Administrator or a user following a security policy, 
the risk of security incident in enterprise will not resolve until 
the infected device is blocked. 
  

However, SES guarantees much stronger security 
compared to legacy measures. When SES detects and 
identifies the infected device which installed banned software 
that violates the security policy, the device is automatically 
isolated in a quarantine or recovery network. This feature 
prevents the spread of damage and enables the operation of a 
higher level secure network. 
 

The third feature is behavioral detection. Most of the 
time, security control itself has to check vulnerability which is 
not enough as a protection. Because the users network access 
behavior can face a threat of virus infection which could lead 
to an IT incident. Malware and other threats are becoming 
increasingly more effective each year and cannot be 
completely prevented through antivirus software alone. The 
latest comprehensive threat detection engine is capable of 
detecting threats such as Malware, but it can only alert. The 
administrator has to rush and isolate the infected device 
manually, but this leaves a huge security risk of spreading the 
damage[11,12]. 
 

SES has the answer to change the situation. The 
behavioral detection monitors network traffic in real time. For 
e.g., when a user accesses a harmful website and is suspected 
to be infected with Malware, SCS indicates infected device 
and automatically isolates it in a quarantine or recovery 
network in order to prevent an IT incident. To activate SES 
just add in SDN controller and update firmware of the existing 
network by Allied Telesis. SES is an ideal solution for 
enterprises, whether it is a wired or wireless network. Secure 
Enterprises SDN can improve usability, provide high level 
security and reduce operational costs by integrating various 
applications. 
 

 
 

III. ADVANTAGES AND DRAWBACKS OF SDN 
MODEL 

 
SDN doesn’t require expensive high end switches 

and can run on inexpensive hardware or switches. It doesn’t 
have a lot of processing lead because of in expensive high end 
switches. It helps to lower the organization operating cost 
control. SDN also provide central control method which helps 
in deciding network data flow since the controller can be 
managed easily by administrators. Basically, they can manage 
the entire network data flow centrally. SDN provides dynamic 
response since the SDN response actively to request from the 
clients in the real time. It’s basically managing the network 
dynamically. This is how the network is managed in real time. 
SDN provides results optimization[6]. SDN optimally uses all 
the available bandwidth since the controller knows about what 
traffic is flowing through which switches. It also knows if any 
switches are idle and the controller can redirect traffic through 
those idle switches in this way. It’s basically load balancing 
the network packet filtering. 
 

SDN can filter the packets as they enter in the 
network says that all the switches now act like a firewall. This 
helps to control all the malicious activities and as well as 
secure the data. SDN can follow the certain suspicious traffic 
for thread detection and data loss prevention fault tolerance 
handling so we can also replicate the controller. By replicating 
the controller and the cluster we can create a fault tolerance 
controller. We could provide high availability of the network. 
 

Every system have some disadvantages and 
drawbacks. By analyzing the drawbacks, it helps us to 
understand the limitation of the system[7]. 
 

SDN has a drawback of scalability performance 
issue. It’s tough for a single controller to produce all the 
connection requests and forwarding decision. This is managed 
by replicating the controller but then this controller must be 
synchronized which brings more challenges that can be 
achieved. However, this is difficult. Basically, this controllers 
need to be synced and synchronization can be real challenge 
for the network administrator. The second drawback is 
technology change. Any change is scary. SDN is a new 
technology that requires training and buying a new software 
and hardware for the network. It might also require some 
effort to clean out all settings and policies in the network and 
definitely needs some effort from the company which may be 
scary for the already working production system. Enterprise 
are great being in new standards. Different people have 
somewhat varying definition of SDN and that all the protocols 
and devices might be working with SDN especially because of 
a lot of legacy system present in all network. Software of all 
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devices may not be compatible, so a lot of large companies are 
waiting for some time and conducting research and feasibility 
analysis and are waiting to wearing a year or so before 
adopting it. 
 

The another drawback is central point of failure. If 
central controller gets hacked then the whole network is 
hacked or if something goes wrong with this controller or the 
replicated few controller and the network is in trouble. 
 

SDN gives us more granular service oriented system 
to manage the security especially with the thousands of 
devices in the network where more devices are added and 
removed ironically. Whenever we transfer the data from one 
point to another point, it has a set of rules defined and guided 
by the controller which protects it’s from hacking and doing 
analysis on the network. 
 

SDN provides efficient networking, computing and 
storage resources management and planning. Since there is a 
central controller, it gives us a flexibility in setting up the 
rules, changing the route from one location that is controller. 
We don’t have to go through all the devices and servers to set 
up rules, ACLs (Access Control List) etc. This also gives us a 
central view of the network which further helps in planning 
network topology and network traffic management. Flexibility 
in network operations, in this again centralizing helps in 
changing the rules and operating the policy from one location 
controller[9,10]. Even if we have to hand over and adopt a 
new policy in one location then we don’t have to debug or run 
through hundreds of servers. In corporate network protocols, 
in this, we can update and incorporate new protocols easily by 
managing the controller[15,16]. 
 

IV. APPLICATIONS OF SDN 
 

Software defined networking which is network 
virtualization, so we will first know about what network 
virtualization is and then we will know about how it is 
implemented and then we will know about some examples and 
applications such as mini net[8]. 
 

Network  virtualization is simply an abstraction of 
the physical  network where multiple logical networks can be 
run on the same underlying shared physical substrate[1,8]. For 
e.g., a logical network might map a particular network 
topology on to the underlying physical topology and there 
might be multiple logical networks that map onto the same 
physical topology and these logical networks might actually 
share nodes and links in the underlying physical topology but 
each logical network has its own view as if it were running its 
own private version of the network. The nodes in the physical 

network need to be shared or sliced. So the nodes in the 
physical topology might be virtual machines. Similarly a 
single link in the logical topology might map to multiple links 
in the physical topology. The mechanism to achieve these 
virtual links is typically through tunneling. So a packet that’s 
destined from A to B in the logical topology might be 
encapsulated in a packet that’s destined for node X first before 
the packet is encapsulated and ultimately sent to be. It may 
also be easy to understand virtual networking as an analogy to 
virtual machines which we may be familiar with already. So in 
a virtual machine environment, we have virtual machines 
where a hypervisor arbitrates access to the underlying physical 
resources providing to each virtual machine the illusion that its 
operating on its own dedicated version of the hardware[17,18]. 
 

Similarly with virtual networking a network 
hypervisor of sorts arbitrates access to the underlying physical 
network to multiple virtual networks providing the illusion 
that each virtual network actually has its own dedicated 
physical network[7,8]. 
 

SDN controller that is centralized and it is using the 
Open Flow protocol to manage the data plane on the access 
layer devices. So in this case, we have got 80 specific SDN 
flow created that takes any DNS request that is sent through. 
So it is just the DNS request not the entire flow and sends it up 
to the SDN controller for interrogation and the SDN controller 
in this case has a security application running on it which is 
going to interrogate that DNS packet against its vulnerability 
database to see if there is s problem with that particular packet 
and if there is then, it will actually go through and block it but 
in this case, we don’t have any problem with the packet goes 
through the infrastructure. In the case that we present a request 
to a malware site, the specific DNS packet is rerouted over to 
the SDN controller not the entire flow and the SDN controller 
looks at the DNS request against the reputation database 
identifies it as a vulnerability or a probable[10]. The nice thing 
about this approach versus the traditional ids approach is 
because we are only looking at specific packets. We are not 
looking at the entire flow. This doesn’t require have the same 
scale issues that you would have with a traditional IDs system. 
So it’s much easier to add more access devices to the 
environment because we are only pulling out a portion of the 
flow instead of trying to look at the entire flow. The other nice 
thing about this particular solution over traditional IDs is that 
we are actually able to manage the security at the perimeter of 
the network. So instead of doing that management inside the 
core, inside the aggregation points of the environment. We 
have actually turned these off-the-shelf switches that are 
running  open flow on  them into  security  collectors. So we 
are actually able to manage the environment on the 
ingress[19]. 
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V. SDN VS. TRADITIONAL NETWORK 
INFRASTRUCTURE 

 
In traditional networking, the switch doesn’t have 

programmability. The rules cannot be changed dynamically as 
per our wish. For e.g., The Skype call gets cut when the path is 
down. 
 

In Software Defined Networking, the switch is 
connected to a controller, which controls the actions of the 
switch. The controller can be programmed dynamically to 
control the switch, thus giving programmability to the switch. 
Hence the switch contacts the controller to perform any action 
and will not do anything on its own[19]. 
 

For e.g., When the Skype call gets cut, the SDN 
switch receives appropriate command from the controller. 
Controller tells switch to take alternate path and reroute the 
packets. Then the SDN switch takes an alternate path as per 
the controller’s instruction. 
 

VI. CONCLUSION 
 

SDN increases flexibility, visibility and efficiency 
while reducing complexity and costs. SDN are more dynamic 
networks, easy to manage, quicker to react and more efficient 
at delivering services with or without elastic bands. In this 
paper we have discussed SDN Architecture. Different 
Enterprise networks architectures. This also provides 
applications of SDN like virtualization and advantages and 
disadvantages of SDN. This paper compares SDN with 
traditional network infrastructure and problems that are solved 
with SDN. 
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