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Abstract- In today's world number of users using the web 
search to search the data are increasing day by day 
.WebCrawler algorithms used currently does not filter 
unwanted data and also the ranking results obtained for the 
end user are less accurate less accurate because the sequence 
of steps traditionally performed are data collection 
tokenization, frequency computation competition and feature 
vector competition In this paper the feature vector has been 
modified with the position data either in the title or 
description of a website so that so that more relevance more 
relevance is obtained during ranking of websites. one more 
advantage that is that there is a validation performed to 
search only for agricultural data cultural data sets are taken 
or taken from Government of India websites. The ranking 
results of feature vector and modified feature vector for the 
end user query are compared and proved that modified feature 
vector gives results with more accuracy. 
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I. INTRODUCTION 

 
 Text mining is an approach which is responsible to 
find out short meaningful conclusions mining the data 
meaning the data it has it has lot of concepts like data 
processing data processing voice removal stop words removal 
tokenization frequency competition frequency computation 
this in this regard in this regard there is lot of work done in the 
literature.  
 

II. BACKGROUND 
 

In the paper [1]  the data is collected by using a DOM 
explorer and then the URL are ranked based on word count 
known as frequency. The data collection happens by making 
use of Soup Parser which hits the website and runs through the 
entire DOM and then collects the data and stores. After that 
Tokenization is performed and whenever user searches for the 
query the websites are ranked based on token count . The 
advantage of this approach is that the tokenization process is 
done without removing the stop words hence the ranking is 
faster. The disadvantage is that it takes into consideration the 

junk data as well as the advisement during the crawler process  
and second disadvantage is that the accuracy is less as the data 
cleaning is not performed. 
 

In the paper [2] the task scheduler based crawler is 
proposed which makes use of batch processing and then 
repeatedly downloads the DOM and then performs the 
preprocessing and then removes unwanted symbols and then 
generates the tokenization matrix. Once it generates the 
tokenization matrix it uses a round robin principle in order to 
sort the web data and then rank it. The advantage is that it 
makes use of a scheduler which can run repeatedly at regular 
intervals and collect the data which can be later used for 
ranking. The disadvantage of this approach is the data 
cleaning is not performed hence website with huge number of 
stop words will also come on top which is irrelevant  
 

In the Graph Based Web Crawler [3] it can extract 
the data from the websites based on AJAX request unlike 
other web crawlers which are based on NON AJAX 
implementation.  The method makes multiple independent IO 
requests in order to obtain the data from web sites and then 
measures the frequency or weight and generates the graph 
between words with weight as the label of the link. The 
advantage of the method is the search results are faster 
because it makes use of AJAX Requests which can run in 
parallel and It does consider the number of repetition of words 
while ranking the web sites. The disadvantage is that  does not 
have the capability of doing a cross validation so that the 
relationship of a word with respect to other web sites can also 
be obtained. 
 

III. PROPOSED SYSTEM MODULES 
 

The following section discusses the various modules 
present in the proposed system. The modules are registration, 
login, data collection, data cleaning, tokenization, frequency 
computation, feature vector computation, modified feature 
vector computation and finally ranking of websites 
 
III.A Registration  
 

This Module is responsible for allowing any external 
customer to perform the registration by proving the details like 
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First Name, Last Name, User Id, Password and Email. The 
validation is done so that user id will be unique for each of the 
users. The user enters the personal information like First 
Name, Last Name, User Id, Password, Email All the fields are 
validated for Non-Empty and Regex validations for example 
Email Field must follow a pattern, User Id and Password 
cannot be same. If there are any validation failures then error 
message is shown to user. 

 
If all the basic validations are successful then list of 

users are obtained who have registered previously. If the given 
User Id exist in the list of registered users then validation error 
is send to user.If the user Id is new then the user information is 
saved and user is allowed to register. The design for the 
registration module can be described as below 
 
III.B Login  
 

Login Module is responsible for allowing the user to 
access the user with valid credentials and deny the access for 
user with invalid credentials. Fig 4 shows the login module 
functionality which involves the following steps. The user 
enters the information User Id, Password. All the fields are 
validated for Non Empty. If there are any validation failures 
then error message is shown to user. If all the basic validations 
are successful then list of users are obtained who have 
registered previously. If the given User Id does not exist in the 
list of registered users then validation error is send to user. If 
the user Id exist then password is validated. If the password 
entered by the user is not same as the actual password then 
login fails and validation error is shown. If the password 
entered by the user is same as that of actual password then 
customer is allowed to login otherwise no. 

 
III.C Data Collection 
 
 The real time search results are collected by 
providing Google API Key and then the searched query. Each 
of the websites are crawled based on Google results. The data 
collection process can be described as given in the algorithm1. 
Figure shows that algorithm takes the input as URL of Google 
API, search query and xpath of title and description. the 
algorithm first the web URL is hit after that count of matching 
Document Object Model nodes are obtained with respect 
xpath by making use of JSoup parser and then stored in the 
format of the Matrix 
 
III.D Data Cleaning 
 
 The Data Cleaning algorithm is responsible for 
removal of stop words. Each of website is cleaned by 
removing the stop words from description. Stop words are the 

set of words which do not have any specific meaning. The 
data mining forum has defined set of keywords which do not 
have any meaning like a, able, about, across, after, all, 
almost, also, am, among, an etc. The data cleaning uses a set 
of delimiters like comma; semicolon etc along with set of stop 
words are used for data cleaning  
 
III.E Tokenization 
 
 Tokenization is a process of converting the clean data 
into a set of words known as tokens.  
   
III.D Frequency Computation 
 

This is a process in which the frequency computation 
is performed. For each of the reviews the frequency is 

computed. Frequency is number of times a 
thi  token appears 

in
thj  website description. The frequency computation can be 

done as follows 
 
III.E Feature Vector Computation 
 

The feature vector computation is performed by 
measuring the inverse document frequency which depends on 
frequency and number of web sites in which token is present. 

 
The inverse document frequency is given by the formula  
 

)log(
esNoOfWebsit

ncytextFrequeIDFT 
 

 
The feature vector is defined as  
 

ii idfttfiv *  
 

Where tf  is the frequency of the ith word and the 
IDFT is the inverse document frequency of the ith word. 

  
III.F Modified Feature Vector Algorithm  
 
 The modified feature vector algorithm computes the 
position of the word along with feature vector so that the 
better accuracy is obtained. The modified feature vector can 
be computed using the following algorithm 
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 Here fv represents the feature vector And positional 
index is the position of the word in the web site title and if not 
present then in description 
 
I.G Ra 
 
Ranking Using Modified Feature Vector 
 
 The following snippet shows the modified 
Feature vector algorithm ranking 
 

 
                       

IV. EXPERIMENT RESULTS AND ANALYSIS 
 
 In the experimental results demonstrate we 
demonstrate data collection, data cleaning, tokenization, 
frequency computation, feature vector computation ,modified 
feature vector computation, search correlation between the 
user search query and feature vector , search correlation 
between user search query and modified feature vector  and 

finally comparison between feature vector and modified 
feature vector in terms of correlation has been shown 
USE  
 
User Search Query 
  

The user searches for a specific query for example “Need 
good fertilizers for rice production”. The data collection is 

done for the Top 10 websites and the matrix is created in the 
form of a grid 

 

 
Fig2: Data Collection First 2 Columns of a matrix 

  
 Fig 2 shows the data collecton of the searched query  
and two columns of the search results are shown one is the 
URL of the website and othe is the title of the  website 
 

 
Fig3: Description of websites 

 
 Fig3 shows the description of each of the websutes 
collected using web crawler . 

 
Fig4: Viewing Description of Specific Website 

 
 Fig 4 shows that when ever the user performs the 
mouse hover on the description the full description of the  
website is shown to the end user. 
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Data Cleaning Algorithm 
 
 In  the application the user will be able to view list of 
standard stopwords as well as user will be able to add 
customized stop words. 
  

 
Fig 5: Standard Stopwords 

 
 Fig 5 shows the list of stopwords of data mining. 
There are around 1015 stopwords of data mining amoung 
them few stopwords have been shown 

 
Fig 6: Data Cleaning Output 

   
Fig 6 shows the output of the data cleaning  that is 

from each of the description of the websites are the unwanted 
data and the stock would have been removed  and only the 
clean description has been maintained 
 
Tokenization Algorithm Output 
  

 
Fig7: Tokenization Output 

   
 Fig 7 shows the tokenization process in which each 
of the clean description  is converted into a set of words each 
word is associated with website 
 
Frequency Computation  

 
Fig8: Frequency Computation 

 
 Fig8 it shows the frequency competition is nothing  
but the number of times the word is repeated in the given 
website the frequency Matrix consists of token name  URL 
and frequency from the figure the frequency of 2 if you have a 
frequency of 4 and if you have a frequency  of 1 depends upon 
number of times that words are present in the websites 
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Fig9: Feature Vector Computation 

  
Fig 9 shows the feature vecctor for each of the token 

number of urls in which word is present is shown in No Of 
Urls, Frequency of the word, IDFT is the inverse document 
frequency which is 10*log(NoOfUrls/Frequency) and Finally 
Feature Vector which is multiple of Frequency with IDFT. 
  
Modified Feature Vector 
 

 
Fig 10: Modified Feature Vector 

 
 Fig 10 shows the modified feature vector Matrix in 
which the feature vector is computed along with that the 
position of the word is computed in terms  of the distance if 
the word is present in the title than the position is taken from 
the title of the word is not present  in the title than the position 
is taken from the description then the modified feature vector 
is obtained by the combination  of Regular Feature vector and 
the position of the word so that the accuracy is improved 
 
Ranking of Agricultural Data  
  
The ranking for the search query  
  

 
Fig11: Search Query 

 

Fig 11 shows the search query performed by the user. 
 
 The search results are ordered by the decending order 
of modified feature vector 
  

 
Fig12: Search Results 

 
 Fig 12 shows the search results for the search query 
and each of the websites are rank based on the descending 
order of the modified feature vector  first website has a feature 
vector of around 25.41 second website with the feature vector 
of 25.055 III website is having a feature vector of 20.901  
 
Comparison  of Algorithms 
  

 
Fig13: Comparision of Algorithms 

 
 Fig 13 shows the comparison between the Regular 
Feature vector competition and modified feature vector 
competition from the comparison figure one can know that the 
modified feature vector is always higher as compared to the 
normal feature vector and hence the accuracy of modified 
feature vector method is better as compared to the normal 
method 
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V. CONCLUSION 
 
 In this paper we have collect your we have shown the 
data collection using web crawler and paper home data 
cleaning on the collected data so that the stop words are 
removed and special symbols are removed from the 
description okay frequency and modified feature vector are 
computed and prove that the modified feature vector is the 
best for providing more accurate results for the search query 
the search results will be obtained if and only if the 
agricultural words have been found out in the search query 
otherwise no search results forgiven because there is a 
validation performed on the agricultural keywords 
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