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Abstract- Breast cancer is a one of  the most widely 
recognized tumors among women of the creating nations on 
the planet, and it has likewise turned into a noteworthy reason 
for death. Mammogram breast cancer images can help 
doctors in known illness caused by cells. The cancer part  has 
been detected  using the Discriminative Robust Local binary 
pattern (DRLBP) and Discriminative Robust local ternary 
Pattern (DRLTP) feature extraction technique. The 
Probabilistic neural network (PNN) classification technique 
identify the stages of BENIGN or MALIGNANT  breast 
cancer. 
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I. INTRODUCTION 
 
 Image processing has enabled for accurate and fast 
quantitative analysis and visualization of medical images of 
numerous modalities such as MRI,CT,X-Ray. It has also 
enabled doctors and researcher at remote site to easily share 
data and analyze, thereby enhancing their ability to diagnose, 
monitor and treat various medical disorders. Due to 
advancement in image processing tools,it has become possible 
to acquire high quality images of different parts of the human 
body and analyze the images using various softwares, thereby 
facilitating the early detection of many diseases such as 
cancer, abnormalities in organs,etc.thus enabling accurate 
diagnosis which has helped in saving human life. Breast 
cancer is where unusual cells develop in an uncontrolled 
manner. It is the most widely recognized reason for death 
among moderately aged women. The World Health 
Organization’s International Agency for Research on Cancer 
in Lyon, France, has assessed that in excess of million 
womens overall died because of breast cancer every year. The 
tumor cell at King Faisal Specialist Hospital and Research 
center in Riyadh demonstrates that breast cancer has rise upto 
13.6% in 2006 when contrasted with different diseases, and a 
large portion of the contaminated cases are ladies under fifty. 
Mammography helps in early identification and it assumes an 
imperative part in cancer treatment and permits a quicker 
recuperation for a large portion of the patients. Mammography 

is a particular sort of imaging that uses a low-measurement X-
ray system, high-contract and high-determination film for 
examination of the breast. There are two sorts of 
mammography, flim and computerized. Computerized 
mammography is superior to flim mammography since 
radiation ray can be lessened up to half can in any distinguish 
breast cancer , though in flim mammography the standard 
radiation ray can’t be decreased. Feature extraction is a very 
important role in the area of image processing. After 
that,feature extraction techniques are applied to get features 
that will be useful in classifying and recognition of images. 
The Discriminative local binary pattern (DRLBP), 
Discriminative local ternary pattern (DRLTP) has been 
detected the cancer part using it feature extraction techniques. 
Neural networks are a computational approach which is based 
on a large collection of neural units loosely modeling the way 
a biological brain solves problems with large clusters of 
biological neurons connected by axons. The probalistick 
neural network  (PNN) classification technique identify the 
normal or ubnormal stages of breast cancer provide at the time 
of training. 
 
 1.1  RELATED WORK 
 

Extracting features from mammography images using 
computer is the best way to detect breast cancer. This means, 
that the image processing techniques will benefit the medical 
process in detecting breast cancer and it will also help to 
enhance medical development[1]. Image segmentation refers 
to the techniques of dividing an image into different regions. 
Basic region growing method is known to be the most 
effective tool for performing the quantitative analysis of 
anatomical structures in medical  images[2]. Mammogram 
image segmentation is useful in detecting breast cancer 
regions, consequently better analysis.Thresholding technique 
is the vital part of image segmentation where it is required to 
isolate the objects from background. The thresholding in 
mammogram images is based on isolating the histogram into 
background and breast tissues. There are numerous 
thresholding techniques among that otsu thresholding is the 
best in assurance of tumor cells and it is the most popular for 
grayscale image segmentation. Watershed segmentation is the 
region based method under the classical technique of 
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segmentation it is used for multi component images[3]. 
supervised method for training artificial neural network. It is 
multi-layer feed-forward neural network with no backward 
loop but it back propagates the error so that it is named as 
“Backpropagation neural network”[4]. In earlier years, a few 
kinds of image analysis technique are utilize to analyze the 
agricultural images such as fruits and vegitables, for 
recognition and classification purposes[5]. 
 
1.2  MOTIVATION AND JUSTIFICATION: 

 
The breast cancer can be identified at the earlier 

stages using mammogram. The advantage of Local Binary 
Pattern (LBP), Local Ternary Pattern (LTP) can be excuted in 
any application because of its robustness, low complications 
and  it hold differentiate data. Feature extraction has two 
different techniques pattern recognition and classification 
which will helps to arrange or perceive the semantic substance 
of the image or its objects. Neural network empower 
answers,where algorithmic strategies are too computationally 
escalated to solve. This justify to work in neural network to 
find legitimize BENIGN/MALIGNANT breast cancer.  
 
1.3  OUTLINE OF THE PAPER 
 

 
 
1.4  ORGANIZATION OF THE WORK: 
 

The paper is planned as follows, Methodology which 
includes Discriminative Robust Local binary pattern (DRLBP) 
and Discriminative Robust local ternary Pattern (DRLTP) is 
presented in section II, Experimental results are shown in 
section III,Conclusion is presented in section IV.   
 

II. METHODOLOGY 
 
2.1 Discriminative Robust Local binary pattern (LBP): 
 

Local Binary Pattern (LBP) is a simple yet very 
efficient texture operator which labels the pixels of an image 
by thresholding  the neighborhood of each pixel and considers 
the result as a binary number. Due to its discriminative power 
and computational simplicity, LBP texture operator has 
become a popular approach in various applications. It can be 

seen as a unifying approach to the traditionally divergent 
statistical and structural models of texture analysis. Perhaps 
the most important property of the LBP operator in real-world 
applications is its robustness to monotonic gray-scale changes 
caused, for example, by illumination variations. Another 
important property is its computational simplicity, which 
makes it possible to analyze images in challenging real-time 
settings. The basic idea for developing the LBP operator was 
that two-dimensional surface textures can be described by two 
complementary measures: local spatial patterns and gray scale 
contrast. The original LBP operator forms labels for the image 
pixels by thresholding the 3 x 3 neighborhood of each pixel 
with the center value and considering the result as a binary 
number. The histogram of these 28 = 256 different labels can 
then be used as a texture descriptor. This operator used jointly 
with a simple local contrast measure provided very good 
performance in unsupervised texture segmentation. After this, 
many related approaches have been developed for texture and 
color texture segmentation.The LBP operator was extended to 
use neighborhoods of different sizes (Ojala et al. 2002). Using 
a circular neighborhood and bilinearly interpolating values at 
non-integer pixel coordinates allow any radius and number of 
pixels in the neighborhood. The gray scale variance of the 
local neighborhood can be used as the complementary contrast 
measure. 

 
2.2 Discriminative Robust local ternary Pattern (DRLTP): 
 

Local ternary patterns (LTP) are an extension of 
Local binary patterns (LBP). Unlike LBP, it does not threshold 
the pixels into 0 and 1, rather it uses a threshold constant to 
threshold pixels into three values. A novel edge-texture feature 
for recognition that provides discrimination which is 
Discriminative Robust Local Ternary Pattern which helps in 
discrimination of the local structures that Robust Local 
Ternary Pattern seems to misrepresent. Also, the proposed 
features tend to retain the contrast information of the image 
patterns. They comprises of both edge and texture information 
which seem desirable for object recognition. An object has 
two distinct states for differentiation from other objects - the 
object surface texture and the object shape formed by its 
boundary.  The boundary often shows much higher contrast 
between the object and the background than the surface 
texture. Differentiating the boundary from the surface texture 
brings additional discriminatory information because the 
boundary contains the shape information. Local Ternary 
Pattern does not provide differentiation between a weak 
contrast local pattern and a strong contrast pattern. 
 
2.3  Probabilistic Neural Network(PNN): 
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A probabilistic neural network (PNN) is 
predominantly a classifier. Map any input pattern to a number 
of classifications. It Can be forced into a more general 
function approximator. A PNN is an implementation of a 
statistical algorithm called kernel discriminant analysis in 
which the operations are organized into a multilayered 
feedforward network with four layers: input layer, Pattern 
layer ,Summation layer,Output layer. Neural networks are a 
computational approach which is based on a large collection 
of neural units loosely modeling the way a biological brain 
solves problems with large clusters of biological neurons 
connected by axons. An artificial neuron network (ANN) is a 
computational model based on the structure and functions of 
biological neural networks. Information that flows through the 
network affects the structure of the ANN because a neural 
network changes - or learns, in a sense - based on that input 
and output. Neural networks typically consist of multiple 
layers or a cube design, and the signal path traverses from 
front to back.Back propagation is where the forward 
stimulation is used to reset weights on the "front" neural units 
and this is sometimes done in combination with training where 
the correct result is known. PNNs are much faster than 
multilayer perceptron networks. It can be more accurate than 
multilayer perceptron networks. Training samples can be 
added or removed without extensive retraining 
 

III. EXPERIMENTAL RESULT 
 
 

 
Figure 1: Result of a normal breast cancer 

 

 
Figure 2: Result of a ubnormal breast cancer 

 
IV. CONCLUSION 

 
The DRLBP and DRLTP feature extraction 

techniques and PNN classifier technique have been undertaken 
to identify normal or ubnormal stages of breast cancer. 
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