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Abstract- The Million Song Dataset Challenge is an open, 
offline music recommendation evaluation challenge. The task 
of this challenge is to predict what people might want to listen 
to based on their pre-recorded listening history. This is an 
offline evaluation challenge meaning the actual listening 
history is already available, so the recommendations made by 
the system will be directly compared with the original history. 
This was a Kaggle competition introduced in 2008 and the 
aim of it was to design a recommendation model and the 
participant with the best results would be awarded. 

 
We took upon this challenge and built a 

recommendation system for it using with combination of 
Collaborative filtering and content Based recommendations 
and have presented our results in this paper. 
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I. INTRODUCTION 
 
 With increase in number of services like Spotify, 
Netflix, Amazon Prime etc. there is strong need for big 
companies to build a reliable recommendation system which 
not only would be enticing to the users but also be good 
financial incentive to the businesses. A good recommendation 
system provides a user with valuable options(songs in this 
case) based on their preferences and also improves its 
performance overtime as more users join in the service and 
new items are introduced in the system. 

 
There are many issues which arise when building a 

robust recommendation system. One of the issues is that there 
is no direct similarity measurement tool to measure the 
similarity between two songs. Of course we can check if two 
songs are similar based on their metadata, but even that would 
not be a great way to do it as an artist may have two 
completely different sounding songs which could be very 
similar but a user may not like both of them equally. Another 
issue is in identifying useful features of the songs; determining 
which features would be best for a learning algorithm is 
important, since good feature selection could improve 
recommendations. 

Another major issue which frequently comes up is 
something which called as “Cold Start”. Which is essentially a 
situation deals with the fact that how does a recommendation 
system handles a new user or a new item. If there is enough 
data already available associated with the users preferences it 
is particularly easy to understand a users likes and dislikes and 
then model the recommendations accordingly. But when a 
new user comes in the system there is hardly any relevant 
information available. In such a situation it is imperative of a 
good recommendation to accommodate new user as well. So 
while developing a recommendation model both the situations 
“Warm Start”and “Cold Start”should be managed with 
proficiency. This problem is one of the active areas of research 
in this field. Majority of the research focuses on creating a 
dense representation of a user as well a song which would take 
care of the computing resources as well the cold start situation. 
Our approach also relies on creating a dense representation of 
a user and an item. 
 

While developing the system we also needed to 
decide what all metadata and song features should we use. The 
MSD dataset was of huge size approx. 280 GB which was not 
possible for us to process. So we decided to do pure 
collaborative filtering which was essentially a metadata less 
approach to this problem. The specifics of the problem have 
been discussed in detail in the next section. 
 

II. PROBLEM DEFINITION 
 
The task of this challenge is to provide 

recommendations for 110K users. The datasets available for 
this are: 

 
1. The Taste Profile Subset 

 
This dataset contains information about 1M users and 

their listening history. It is structured in form of triplets 
(userid,songid,playcount) 
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2. The Million Song Dataset 

 
This dataset contains the metadata of 1M songs. Each 

song contains of 55 unique features. 
 

 
 
3. The test and validation dataset 

 
This dataset is structured similarly to the taste profile 

subset. But it contains information about 110k users. This 
information is then divided into two datasets visible and 
hidden. Visible is the one which is available to us and hidden 
is the one on which the actual recommendations will be tested. 
 

So the task is if given only half of the listening 
history of 110k users ,we need to predict the remaining half of 
the actual listening history. For that we can use all the above 
datasets to model our system. Once we are done with the 
recommendations we then need to check how accurate is our 
system. For testing the accuracy we have used Precision, 
Recall and F-score as our three evaluation parameters. 
 
 

III. SCOPE 
 
Even though we built a recommender system for 

Kaggle’s challenge, the general approach which we used to do 
it can be scaled to multitude of different domains. Our system  
takes into account only the history of users and item , and that 
information is readily available with most of websites. The 
fact that we are using a latent representation of a user and an 
item, that representation is as concise as  possible and it also 
takes into account the entirety of user history available.  

 
Also, the vector is of much smaller dimension than 

the data available ,which makes it storage friendly. The 
smaller size also accounts to faster computations of 
recommendations which would always be preferred by an 
organisation. 
 

With simple modifications our proposed system can 
be tuned to any recommendation domain such as E-commerce, 
Video Streaming etc. 
 

IV. PROPOSED SYSTEM 
 

 
 
Prior Information: 
 
Dataset provided by Kaggle structures data into tuples 
governed by following schema. 
 

 
 
For convenience the data is structured again into a matrix form 
which has the following representation 
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The problem is to predict the missing entries of the 
above matrix. 
 

There are two common approaches generally used to 
solve recommender system problems. 
 

 Content Based Recommendation. 
 Collaborative Filtering. 

 
Both the topics can be summarised as follows: 
 
Content Based Recommendation:Content based algorithms 
are algorithms that attempt to recommend items that are 
similar to items the user liked in the past. They treat the 
recommendation’s problem as a search for related items. 
Information about each item is stored and used for the 
recommendations. Items selected for recommendation are 
items that content correlates the most with the user’s 
preferences. Content based algorithms analyze item 
descriptions to identify items that are of particular interest to 
the user. 
 
Collaborative Filtering: Collaborative filtering algorithms 
(CF) are algorithms that require the recommendation seekers 
to express their preferences by rating items. In this algorithm, 
the roles of recommendation seeker (a user) and preference 
provider are merged; the more users rate items (or categories), 
the more accurate the recommendation becomes. In most CF 
approaches, there is a list of users U = u1, u2, etc and a list of 
items I = i1, i2, etc. Each user ui has a list of itemIui on which 
he has expressed his opinion. 
 

Mathematical representations of the above ideas 
involve using concepts like linear regression and gradient 
descent (optimization purpose). 
 

Before showing how above ideas can be proposed 
mathematically it is implicitly assumed that the following 
approaches have been unraveled in the context of the problem 
of solving the Million Song Recommendation challenge, 
however with some efforts one can map the technique to most 
of the recommendation problems existing in the real world 
The same ideas can be mathematically stated as follows: 
 
Content Based Recommendation: 
 

For data representation we need two vectors which 
are named as x and Θ. Every element j of the vector x(i) is 

score of the song j for the feature‘i’. Every element i of the 
vector Θ(i) represents choice of the user for the feature ‘i’. 

 
Now if we assume that one already has both the 

vectors readily available one can easily predict a rating for a 
song which has not been rated by the user previously as Θ(i)T 

*  

x(i) 

 

Now the problem for solving the recommendation 
problem using Content we just need the Preference vectors for 
every user which can be mathematically stated as follows 
Cost function: 
 

 
 
Optimisation function 
 

 
 
Collaborative Filtering: 
 

In the above method we saw how one can predict the 
missing values in the matrix if one has feature vectors and 
preference vectors available for computation. 
 

But Collaborative filtering solves the problem of 
recommendation even if feature vectors are unavailable. It 
computes both the vectors Θ(i) and x(i) in dovetailing fashion 
and uses optimisation function in turn to optimize both the 
vectors. 
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Using the above approach one has to follow a 

specific sequence of computation to get minimal errors, 
however one can solve the problem by combining both the 
equations and integrating it as a single program efficiently in 
the following manner. 

 

 
 

Hence the entire collaborative filtering process can be 
summarised as follows. 
 

 
 

Above functions give a detailed idea of how one can 
use any of the approaches to solve the recommendations 
problem by using basic machine learning principles. 
 

Our approach is to basically combine both the 
techniques to solve the MSDC problem. 
 

We first learn the feature vectors and preference 
vectors using collaborative filtering using the million song 

dataset. We later ignore the preference vectors learned from 
this dataset as this dataset does not comply with the users that 
are featured in the 110k dataset. We then run the collaborative 
filtering algorithm on the 110k dataset and get user preference 
vectors. 

 
Now as both the vectors are available to us i.e. user 

preference vectors (CF on 110K) and feature vectors (CF on 
Million song dataset) we use the Content based 
recommendation approach to predict the final ratings of the 
users by merely multiplying them. 
 



IJSART - Volume 4 Issue 4 – APRIL 2018                                                                                     ISSN [ONLINE]: 2395-1052 
 

Page | 1859                                                                                                                                                                   www.ijsart.com 
 

 
 
 
 
 

V. IMPLEMENTATION 
 

The way we implement our system is to first use the 
listening history of 1M users to obtain feature vectors for all 
the songs which are available in the dataset. 
 

 
 

Based on the statistics above we can make out that 
there are many people who have listened to far fever songs. 
We think that people with a small listening history may affect 
our algorithm in a negative way. Using all the users would 
unnecessarily increase the complexity of our model and also 
increase computation time exponentially. So to tackle this we 
filtered out those users who’ve listened to less than 250 songs, 
i.e. All the users now have at least listened to 250 songs 
individually. This process of filtering out not only makes the 
dataset a little smaller but also reduces the amount of sparsity 
in the user song matrix considerably. 

 
The next step is now to normalize the play-count of 

each user into a fixed range. Doing this will improve the speed 
of the algorithm and in the end will enable the algorithm to 
learn more precise features. 
 

 
 

Using the above formulae, we normalised the ratings 
within a range of 0-5. 

 
Collaborative Filtering: 
 
 
This collaborative algorithm learns both user preferences and 
song feature vectors. When we run on our dataset, we can 
obtain feature vectors of all the songs which are available. 
We ran this algorithm twice once on listening history of 1M 
users and once on visible listening of 110k users. We 
combined the song vectors obtained from training on both the 
datasets. And we discarded user preference vectors from both. 
These song vectors are now carried forward to the content 
based recommendation stage. 
 
Content based Recommendations: 
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Content based algorithm only gives us user 
preference vectors based on already obtained song feature 
vectors. We use this on 110k dataset to obtain user preference 
vectors of the 110k users. 

 
Finally we have all the required user preferences and 

song vectors. To obtain a rating by a user for a particular song, 
we take a dot product of the vector of the user and the song. 

 
In this way we obtain rating by each user(among 

110k) to each unlistened song by them. Then sort all the 
ratings in descending order. After sorting we are able to 
recommend then top N songs to each user and evaluate our 
system based on those predictions.   

 
 

 
VI. EXPERIMENTS AND RESULTS 

 
To test our system we used the hidden history of 

110k users against the songs predicted by our system.  
 

We used 3 parameters for evaluation: 
 
1. Precision 
 

 
Precision is number of songs correctly predicted by 

our system divided by the total number of songs recommended 
by our system. 

 
2. Recall 
 

 
Recall is number of songs correctly predicted by our system 
divided by the total number of songs actually listened by the 
user. 
 
3. F – measure 
 

 
F-measure is nothing but the harmonic mean of 

precision and recall. 
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We calculated recall,precision and f-measure for each 

user and then averaged the results over 110k users. 
 

We experimented by recommending varying the 
amount of songs our system recommended, we started by 
recommending 100 songs per user and went on till 1000 songs 
per user. 
 
 Below are results: 

 
 

We have obtained the highest F-score of 0.0614 for 
100 songs along with recall of 0.33 and precision of 0.033. 

 
VII. CONCLUSION 

 
We have obtained the highest F-score of 0.0614@100 

songs. Its apparent that as the number of songs increase the 
recall increases as expected but the precision takes a hit ,which 
in turn affects the F-score as well. 

 
Precision is so severely affected as the number of 

songs listened by each user is not same but the number of 
system recommended songs is same. 

 
The recall of our system is fairly decent. 0.33 percent 

of recall means that 33% of the recommended songs are 
correct. The reason we feel that 33% match is good enough 
because a user only listens to some of the recommended items 
and not all(Ideally he would listen to all the songs).But in 
reality even if a system can recommend some relevant items 
,the system is worthy of deploying in a real world scenario. 
 

VIII. FUTURE WORK 
 
Every Collaborative filtering solution suffers with the 

problem of cold start i.e. one cannot recommend to a user by 
knowing nothing about him/her. Most of the solutions offered 
to the cold start problem are context specific, however 
pertaining to this topic one could try clustering such users and 
recommending them subsets of each other’s song if present or 

try recommending them the most popular songs. This could 
engage them to provide further information about their taste. 
Once sufficient history has been collected from that, one can 
use our approach for normal recommendations. 

 
One could entirely change the approach by using 

similarity metrics to solve the same problem by either of the 
approaches. For content based recommendations one would 
have to collect information of the songs using the metadata of 
the songs and form user and item profiles. As item and user 
profiles are generated one could use any similarity metrics to 
find how much a single user leans towards that particular song 
profile. Collaborative filtering requires the same idea however 
using similarity metrics one could find similar users and then 
perform recommendation to each other according to the user’s 
history. 
 

One could even try clustering various users with 
similar taste and then applying CF algorithm, thus narrowing 
down the problem. 
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