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Abstract- The Bit-Parallel Arithmetic is extensively used for 
FIR filter implementation based on VHDL. Bit- Parallel 
Arithmetic has high computational speed and it also provide 
an efficient architecture in terms of power consumption and 
size of the system. In this brief, an architecture using bit-
parallel arithmetic is proposed for implementation of FIR 
filters on VHDL. In the proposed architecture, the pipelining 
is used to increase the maximum frequency of FIR filter. The 
proposed architecture consumes less area and offers higher 
speed operation because the multiplier is omitted. XST 
(VHDL/Verilog) is used as a synthesis tool, ISim 
(VHDL/Verilog) is used as a simulator. 
 

Thus, by using bit-parallel arithmetic the FIR filter 
will have high processing speed, small area and superior 
performance for suppressing out-of-band signals and 
increasing the signal to noise ratio. 
 
Keywords- VHDL, FIR filter, Bit-Parallel Arithmetic, Xilinx 
14.7 ISE desin suit. 
 

I. INTRODUCTION 
 
 Digital filters are typically used to modify the 
attributes of a  
signal in the time or frequency domain and play important 
roles in Digital Signal Processing (DSP). Digital filters are 
preferred over analog filters mainly because their performance 
does not change with environmental changes and these can be 
designed for very low frequencies. In the FIR filter, the 
impulse response sequence is of finite duration i.e. it has a 
finite number of non-zero terms. The general difference 
equation for an FIR filter is: 
                   

y(n) = ∑ h(k)x(n-k)   k = 0,1,2,……N−1                    (1) 
 

where h(k) is the set of filter coefficients, x(n-k) is 
the filter input delayed by ‘k’ samples, y(n) is the filter output 
and N is the order of the filter. FIR filters are widely used 
because they provide linear phase, high stability and are  easy 
to implement. Over the years, along with the fast development 
in very large scale integration (VLSI) field, FIR filters with 

good performance parameters has become very important. 
With the increasing length of filter, complexity of 
implementation increases. Many methods have been proposed 
to develop efficient architectures for the realization of FIR 
filters in Very high speed integrated circuit Hardware 
Descriptive Language (VHDL). One of the algorithm is bit-
parallel arithmetic. The main component of bit-parallel 
arithmetic based computation is lookup table (LUT) that stores 
pre-computed partial values and can be accessed easily. Inputs 
to a bit-parallel arithmetic operation are stored in registers. In 
bit-parallel arithmetic, all bits are conceptually processed at 
once, i.e. all bits in the inputs are applied in parallel and all of 
the bits in the output occur simultaneously and the obtained 
output is stored in the registers. 
  

An advantage of bit-parallel arithmetic is that the 
amount of work performed by a processing element during 
one clock cycle is relatively large, and the clock frequency can 
be kept low. It means it has high computational speed.  
 

In this brief, a low pass FIR filter is designed and 
implemented on VHDL using an architecture based on bit-
parallel arithmetic. The implemented filter meets the design 
objective for low power, small area and high speed. 
 

This brief is organized as follows: section II presents 
Bit-Parallel Arithmetic, section III architecture , section IV 
conclusion and section V reference. 
 

II. BIT - PARALLEL ARITHMETIC 
 
Typically, inputs and outputs to a bit-parallel 

arithmetic operation are stored in registers. In bit-parallel 
arithmetic, all bits are conceptually processed at once, i.e., all 
bits in the inputs are applied in parallel and all of the bits in 
the output occur simultaneously. However, in practice it is 
necessary to process them sequentially. An advantage of bit-
parallel arithmetic compared to bit-serial arithmetic is that the 
amount of work performed by a processing element during 
one clock cycle is relatively large, and the clock frequency can 
therefore be kept low. 
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(A) Addition and Subtractions:-  
A sum Z of two numbers X and Y in two’s complement 

representation is computed by adding 
the bits of two and two, as shown in Eq. (2). Carry values are 
propagating from least significant bit (LSB) up to the most 
significant bit (MSB). 
 
 

 
 

(2) 
 

This can be implemented in parallel using a set of full 
- adders, which adds the bits on the same significance level 
including a carry bit from the lower significance level. A 
straight forward implementation is shown in Fig (1). The carry 
input at the LSB is set to zero, and the carry output from each 
significance level is connected to the next significance level. 
 
  The result of bit depends on every input bit of equal 
or lower significance level. There will therefore be a 
combinatorial path from LSB through all full-adders to the 
MSB resulting in a long propagation delay. 
  

 
Fig: 1: Bit-parallel ripple carry adder 

 
The computation of the result will be sequential in 

the worst case, starting at LSB and generating carry values up 
to MSB.   

 
Many techniques have been proposed to avoid this 

problem of long carry propagation paths, e.g. carry look-
ahead, carry-save, and carry-select. One common property of 
these solutions is the increase of resources that are required to 
speed up the computation compared to the ripple-carry 
implementation.  
 

 Unwanted switching in the logic circuits is generated by 
implementations using the simple full adder based structure in 
Fig. ,as intermediate incorrect results are Computed before the 

correct carry has arrived to a bit level stage. The number of 
full-adders, and therefore also the carry propagation path 
limiting the addition time, is proportional to the data word 
length Wd. Subtraction is carried out using the same structure 
as for addition. By using the property that the sign of a two’s 
complement number is changed by inverting all bits and 
adding one to the LSB position, the addition is converted into 
subtraction by inverting the value to be subtracted, and setting 
the input carry bit at the LSB. 
 
(B) Multiplication:- 

 
Binary multiplication may be carried out using a 

scheme similar to common hand calculation. An array of 
partial-product terms is generated and then added as shown in 
Fig. 4.2. Each dot in the summation array corresponds to two 
digits multiplied, and this is in the binary case equivalent with 
a logic AND function of two bits. 
 

 
Fig.2: Matrix of partial product generated in multiplications 

 
Summation of the partial-products can be performed 

in various ways [8]. The straightforward method of using a 
full-adder for the addition of each dot will result in the array 
multiplier shown in Fig.3, with a multiplication time 
proportional to the sum of the data word length and coefficient   
 

 
Fig.3: Array multiplier for two’s compliment numbers 

 
  The required area will be proportional to the data 
word length and the coefficient word length ( Wd × Wc ).  
Other methods of adding the partial product terms include 
Wallace trees and similar structures, where the carry 
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propagation is reduced by changing the addition order of the 
input data.  

 
Such addition schemes use a treelike adder structure 

to speed up the additions, thereby reducing the propagation 
delay. Carry is only propagated from one level to another, 
resulting in short combinatorial paths. Only the final step, 
where the two last intermediate results are to be added, 
requires a carry-propagate adder. 
 

III. ARCHITECTURE 
 
The function is implemented by designing a correct 

LUT for it. The LUT will have  (i.e. =16)  entries and it 

is preprogrammed to accept the 4-bit input vector      and 

its corresponding output    h(n) . Depending on the input 
bit  combinations, the corresponding values of LUT data will 
be accessed and it will be appropriately scaled by the ‘power 
of two’. This scaled value will be accumulated. After 
following this process for N (i.e. 4) look-up accesses, the sum 
of products y(n) is computed. Table I shows the detail of  4 – 
input LUT of size  M (where M is the word length of 
coefficients). 
                 

TABLE I. BASIC 4- INPUT LUT 

 
 
 
 

 
Fig.4: Basic LUT based parallel architecture 

 
Fig4 shows the basic implementation of parallel 

arithmetic architecture discussed above. 
 

In case the number of coefficients N is a large 
number, 
then the size of the LUT (which will increase exponentially in 
the power of two) will be quite large. Therefore, it will be 
tough to implement it with the use of one LUT. In this case, 
the partial tables can be used and their results are added to get 
the final output.  
 

FIR filter is designed in VHDL and will take its 
synthesis and simulation results in ISE Design suit 14.7. 
 
 

IV. RESULTS ANALYSIS 
 
Registers are used for simply storing a binary word 

temporarily. Registers are needed to perform the storing the 
bits during the multiplication. We have also used multipliers, 
converters, full adder in designed circuit. 
 

 
Fig.5: Simulation output waveform of Filters 
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Fig.6: Design summary 

 
V. CONCLUSION 

 
The bit parallel arithmetic is used to design FIR filter 

in VHDL. The Symmetry property of FIR system will be used 
to reduce the size while the bit-parallel approach and 
pipelining in structure is used to increase the speed of the  
proposed system for optimized cases. The FIR filter will have 
high processing speed, small area and superior performance 
for suppressing out-of-band signals and increasing the signal 
to noise ratio. 
 

VI. APPENDIX 
 
This research is to develop/improve the design of 

DSP algorithm and hardware co-design with aim of obtaining 
efficient architectures with respect to design effort, 
throughput, chip-area and power consumption. 
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