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Abstract- Now a day online shopping and use of E-Commerce 
site is increases rapidly. Most of the online business use 
Recommendation system for their user for better serve. The 
tremendous growth of customers and products in recent years 
poses some key challenges for recommender systems. These 
are producing high quality recommendations and performing 
many recommendations per second for millions of customers 
and products. New recommender system technologies are 
needed that can quickly produce high quality 
recommendations. In the recommendation system 
collaborative filtering is most widely used approach. This 
domain sensitive recommendation not use only simple 
collaborative filtering but also model based algorithms along 
with some steps, in simple CF it does not distinguish variation 
between user and item. In this paper propose Domain 
sensitive recommendation algorithm to make the rating 
prediction by exploring the user-item subgroup analysis 
simultaneously. The propose framework of DsRec includes 
three components: a matrix factorization model for the 
observed rating reconstruction, a bi-clustering model for the 
user-item subgroup analysis, and two regularization terms to 
connect the above two components into a unified formulation. 
Customer get specific domain of their taste, based on their 
choices. 
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I. INTRODUCTION 
 
 Collaborative Filtering (CF) is one of the most 
successful recommendation approaches to cope with 
information overload in the real world. However, typical CF 
methods equally treat every user and item, and cannot 
distinguish the variation of user’s interests across different 
domains. This violates the reality that user’s interests always 
center on some specific domains, and the users having similar 
tastes on one domain may have totally different tastes on 
another domain. Motivated by the observation, in this paper, 
we propose a novel Domain-sensitive Recommendation 

(DsRec) algorithm, to make the rating prediction for E-
commerce business simultaneously, in which a user-item 
subgroup is deemed as a domain consisting of a subset of 
items with similar attributes and a subset of users who have 
interests in these items. The proposed framework of DsRec 
includes three components: a matrix factorization model for 
the observed rating reconstruction, a bi-clustering model for 
the user-item subgroup analysis, and two regularization terms 
to connect the above two components into a unified 
formulation. Collaborative Filtering (CF) is an effective and 
widely adopted recommendation approach. Different from 
content-based recommender systems which rely on the profiles 
of users and items for predictions, CF approaches make 
predictions by only utilizing the user-item interaction 
information such as transaction history or item satisfaction 
expressed in ratings, etc.  
 

II. RELATED WORK 
 

Y. Zhang, A big challenge in using collaborative 
filtering methods is the data sparsity problem which often 
arises because each user typically only rates very few items 
and hence the rating matrix is extremely sparse. This paper 
address this problem by considering multiple collaborative 
filtering tasks in different domains simultaneously and 
exploiting the relationships between domains. It is referred as 
a multi-domain collaborative filtering (MCF) problem. To 
solve the MCF problem, he proposes a probabilistic 
framework which uses probabilistic matrix factorization to 
model the rating problem. 

 
X. Zhang , Collaborative Filtering assumes that 

similar users have similar responses to similar items. 
However, human activities exhibit heterogeneous features 
across multiple domains such that users own similar tastes in 
one domain may behave quite differently in other domains. 
Moreover, highly sparse data presents crucial challenge in 
preference prediction. It is necessary to learn preference 
profiles from the correlated domains instead of the entire user-
item matrix.  In order to mine communities as well as the 
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corresponding topics, a semi-supervised probabilistic topic 
model is utilized by integrating user guidance with social 
network. Y. Jiang [3], In this paper, a novel product 
recommendation method called TCRec was developed, which 
takes advantage of consumer rating history record, social-trust 
network and product category information simultaneously. 
Compared experiments are conducted on two real-world 
datasets and outstanding performance is achieved, which 
demonstrates the effectiveness of TCRec. 

 
L. Ungar,  Finding optimal clusters is tricky because 

one group should be used to help determine another group and 
vice versa. He present a formal statistical model of 
collaborative filtering, and compare different algorithms for 
estimating the model parameters including variations of K-
means clustering and Gibbs Sampling. This formal model is 
easily extended to handle clustering of objects with multiple 
attributes. 
 

III. PROPOSED SYSTEM 
 
  In this paper implement an approach of 
recommending contents across different categories by taking 
into consideration of semantic information of semantics of the 
content extracted from user’s viewing history we use the 
Linked Data as the source. Then based on that similarity of 
semantics and relevance content and user interests. To find the 
appropriate of the content we group together into semantic 
clusters. Our approach recommends the contents to the general 
users based on the leading user groups. The leading user 
groups are the group of users who frequently consume 
contents. The memory based model has limited scalability for 
large dataset and works poorly in sparse data, the model base 
has to be developed using the approach like machine learning 
and mathematical concepts. The latent factorization modelling 
technique is to be design Various algorithms are their which 
uses trust network for recommending items to the user. This 
solves the sparsity problems of the dataset. Finally a prototype 
model program is to be developing to verify and validate the 
results. 
 
Proposed Techniques 
 
Model-based algorithms: 
 

Model-based collaborative filtering algorithms 
provide item recommendation by first developing a model of 
user ratings. Algorithms in this category take a probabilistic 
approach and envision the collaborative filtering process as 
computing the expected value of a user prediction, given 
his/her ratings on other items. The model building process is 
performed by different machine learning algorithms such as 

Bayesian network, clustering, and rule-based approaches. The 
Bayesian network model formulates a probabilistic model for 
collaborative filtering problem. The clustering model treats 
collaborative filtering as a classification problem and works 
by clustering similar users in same class and estimating the 
probability that a particular user is in a particular class C, and 
from there computes the conditional probability of ratings. 
The rule-based approach applies association rule discovery 
algorithms to find association between co-purchased items and 
then generates item recommendation based on the strength of 
the association between items. 

 
Module Description 
 
1. The Factorization Model  

 
The typical matrix factorization model is adopted to 

find user specific and item-specific latent factors to 
reconstruct the observable user-item ratings, and we can 
utilize the learned factors to predict the rating of any user item 
pair. 
 
2. Bi-Clustering Model  
 

A bi-clustering model is formulated to make full use 
of the duality between users and items to cluster them into 
subgroups. The underlying assumption is that the labels of a 
user and an item for their subgroup identification should be 
the same if they are strongly associated, i.e., a high rated user-
item pair should be grouped together. 
 
3. The Regression Regularization Items 
 

The regression regularization attempts to learn the 
mappings from the latent factor representations of users (and 
items) to their confidence distribution belonging to different 
subgroups, where the former is learned from the factorization 
model and the latter is explored in the bi clustering model. 
 

III. CONCLUSION 
 

 The proposed scheme consists of three algorithms 
that are Domain Sensitive Recommendation algorithm 
(DsRec), Memory-based algorithm and Model-based 
algorithm. The proposed method provides the efficient 
approach to find the appropriate rating predictions. In other 
words provides the better recommendations to the users of 
same interest. This approach calculates the ratings of the items 
searched by the users. After that the top-N items are searched 
and recommended to the other users having similar area of 
interest.  
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 The analysis of the products history is carried out to 
show which product is good and getting better response. The 
reviews on the product help in the analysis phase. The use of 
few recommendations optimize the less time required for 
calculation of ratings using all recommendations. It makes the 
analysis phase easy. It also takes less time to find quality 
recommendations. 
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