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Abstract- In this the Existing model study the method to 
extract the user sessions from the given log files. The social 
media is widely used such as blogs, forum, social network, etc. 
The Sentiment analysis is an excellent methodology for 
collecting the public opinions. This proposed system is 
depends on astudy of dual sentiment analysis considering two 
sides of one review. In this paper we implement a dual 
training and dual prediction algorithm to use original and 
reversed reviews in pairs for learning sentiment classifier, and 
to classify the test reviews by considering three sides of one 
review respectively. We extend the DSA framework from 
polarity classification (positive-negative) to 3-class 
classification (positive-negative-neutral), by also considering 
the neutral reviews.We also implement web log technique 
depending upon the frequency of users visiting each page 
mining is performed. By finding the session of the user we can 
analyses the user behavior by the time spend on a particular 
page. 
 
Keywords- Sentiment analysis, Data mining, Weblog Mining, 
Session log. 
 

I. INTRODUCTION 
 
 Today’s world business is based on the users 
feedback on any application like e-commerce, travels. In this 
application user gives the feedback based on the service. But 
at the admin side sentiment analysis is a sincere and refined 
sensibility, a tendency to be influenced by emotion rather than 
reason or fact:  to appeal to sentiment. Sentimentality implies 
affected, excessive, sometimes mawkish sentiment: weak 
sentimentality. The study of emotions in text can be conducted 
from two points of view. Firstly, onecan investigate how 
emotions influence a writer of a text in choosing certain words 
and/or other linguistic elements.  Secondly, one can 
investigate how a reader interprets the   emotion in a text, and 
what linguistic clues are used to infer the emotion of the 
writer. 

 
Sentiment Analysis is process of computationally 

identifying and categorizing opinions expressed in a piece of 
text, especially in order to determine whether the writer's 
attitude towards a particular topic, product, etc. is positive, 

negative, or neutral. “Sentiment Analysis is the task of 
identifying positive and negative opinions, emotions, and 
evaluations”. Sentiment Analysis has many names. It’s often 
referred to as subjectivity analysis, Opinion mining, and 
appraisal extraction, with some connections to affective 
computing (computer recognition and expression of emotion). 
 

The web mining is the best process of extracting 
information from the contents of web documents. Web 
Content data corresponds to the collection of facts a Web page 
was designed to convey to the users. It may consist of text, 
images, audio, video, or structured records such as lists and 
tables. Text mining and its application to Web content has 
been the most widely researched. Some of the research issues 
addressed in text mining are, topic discovery, extracting 
association patterns, clustering of web documents and 
classification of Web Pages.  
 

II. REVIEW OF LITERATURE 
 
[1] R. Xia, F. Xu, C. Zong, Q. Li, Y. Qi and T. Li, “Dual 
sentiment analysis: Considering two sides of one review”, in 
IEEE Trans. Knowl. Data Eng., vol. 27, no. 8, pp. 2120-2133, 
Aug. 2015.   
 
Description: In Bag-of-words technique, two sentiments 
opposite texts are considered to be very similar which causes 
the polarity shift. Today most of the researchers use BOW 
way for sentiment analysis. They have proposed the dual 
sentiment analysis (DSA) model to solve the polarity shifting. 
The data is expanded by creating the reversed review for each 
training and test review.    
 
[2] Shulong Tan, Yang Li, Huan Sun, Ziyu Guan, Xifeng Yan, 
Interpreting the Public Sentiment Variations on Twitter, IEEE 
Transactions on Knowledge and Data Engineering, VOL. 26, 
NO.5, MAY 2014.  
 
Description: Twitter sentiment analysis is an important 
research area for academic as well as business fields for 
decision making like for the seller to decide if the product 
should be produced in a large quantity as per the buyers 
feedback and for the students to decide if the study material to 
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be referred or not. Distilled out the foreground topics 
effectively and removed the noisy data accurately. Found the 
exact reasons behind sentiment variations on twitter data using 
RCBLDA model which is very useful for decision making. 
 
[3] Y. Hu, A. John, F. Wang, and D. D. Seligmann, Et-lda: 
Joint topic modeling for aligning events and their twitter 
feedback, in Proc.26th AAAI Conf. Artif. Intell. Vancouver, 
BC, Canada, 2012.   
 
Description: He proposed a joint Bayesian model ET-LDA 
that is Event- Topic LDA which performs the task of topic 
modeling and event apportionment so as to carry out sentiment 
analysis significantly and qualitatively. Here consideration 
two large scale data sets from two different domains combined 
with two events. 
 
[4] A. Abbasi, S. France, Z. Zhang, and H. Chen, “Selecting 
attributes for sentiment classification using feature relation 
networks,” IEEE Trans. Knowl. Data Eng., vol. 23, no. 3, pp. 
447–462, Mar. 2011.    
 
Description: FRN was able to select attributes resulting in 
significantly greater classification accuracy regardless of the 
feature subset sizes. FRN‟s use of syntactic relation and 
semantic information about n-grams empowered it to achieve 
improved results over various univariate, multivariate and 
hybrid feature selection methods.    
 
[5] C. Lin, Y. He, R. Everson, and S. Ruger, “Weakly 
supervised joint sentiment-topic  etection from text,” IEEE 
Trans. Knowl. Data Eng., vol. 24, no. 6, pp. 1134–1145, Jun. 
2012. 
 
Description: Sentiment analysis or opinion mining aims to use 
automated tools to detect subjective information such as 
opinions, attitudes, and feelings expressed in text. This paper 
proposes a novel probabilistic modeling framework called 
joint sentiment-topic (JST) model based on latent Dirichlet 
allocation (LDA), which detects sentiment and topic 
simultaneously from text. 
 
[6] In this paper authors developed a new method for the 
identification and improvement of navigation-related Web 
usability problems by checking extracted usage patterns 
against cognitive user models. As demonstrated by our case 
study, our method can identify areas with usability issues to 
help improve the usability of Web systems. Once a website is 
operational, our method can be continuously applied and drive 
ongoing refinements. In contrast with traditional software 
products and systems, Web based applications have shortened 
development cycles and prolonged maintenance cycles. In this 

method can contribute significantly to continuous usability 
improvement over these prolonged maintenance cycles. The 
usability improvement in successive iterations can be 
quantified by the progressively better effectiveness (higher 
task completion rate) and efficiency (less time for given 
tasks). 
 
[7] In this paper author implemented Web usage mining 
process of extracting useful information from web server logs 
based on the browsing and access patterns of the users. The 
information is especially valuable for business sites in order to 
achieve improved customer satisfaction. Based on the user’s 
needs, Web Usage Mining discovers interesting usage patterns 
from web data in order to understand and better serve the 
needs of the web based application. Web Usage Mining is 
used to discover hidden patterns from weblogs. It consists of 
three phases like Pre-processing, pattern discovery and Pattern 
analysis. In this paper, we present each phase in detail, the 
process of extracting useful information from server log files 
and some of application areas of Web Usage Mining such as 
Education, Health, Human-computer interaction, and Social 
media. 
 
[8] In this paper study on Web mining is a technology that has 
strong practical significance in E-commerce. This technology 
not only helps enhance the performance of the website and 
understand customer need, but also serves as a basis for 
enhancing the topology of the site and hyperlinks. This 
research discusses the classification of web mining, which is 
classified into three categories: web content mining, web 
structural mining, and web usage mining. The web mining 
process in terms of how to mine a large number of data to 
obtain customer behavior information is also discussed. It also 
discusses the importance of the application of web mining to 
E-commerce, which has a major influence to the merchant, 
customer, and company. 
 

III. SYSTEM ARCHITECTURE AND SYSTEM 
OVERVIEW 
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Fig 1. System architecture 

 
Model: 
 
Text Collection: In these stepsthe data is coming from the 
users from the social media platform. 
 
Text Preprocessing: This steps is most important for 
formatting the upcoming data from user, once text process 
then remove all stop words and symbols from the sentence.  
 
Sentiment Analysis: In that sentiment analysis we apply the 
algorithm mining and duel sentiment classification. In that 
analysis we apply the clustering, classification, pattern 
machining process.  
 
Evaluation: Here we get the final result based on the graph 
analysis and tabular format, for exact final output. 
 

 
Fig 2 Basic system flow 

 
Algorithm Steps: 
 
Input: Customer’s Reviews 
 

Output: Class of the Reviews/ Classified Reviews Processing: 
 
Step 1: User Comment 

Obtain comments / reviews provided by the userfor 
processing 

 
Step 2: Conversion of Review 

i. Determine the user product usingdictionary 
approaches 

ii. Generate dictionary for sentiment words 
iii. Data Expansion is done either by applying Text 

Reversion technique. 
iv. A joint prediction is based on observations is made 
v. Representation of original and reversed reviews is 

made in BOW model 
 
Step 3: Classifier 

For training inconsistency classifier proceeds 
forBOW i.e. Bag of words classifier 

 
Step 4: Dual Training 

Then BOW identifies Sincons (W) with three 
contexts words i.e positive, negative and neutral 

 
Step 5: Dual Prediction 

The class of the reviews is specified from theoriginal 
and reversed test sets 

 
IV. SOFTWARE REQUIREMENT SPECIFICATION 

 
Our proposed system created based java programing 

and user interface created using the JSP / HTM.Upcoming 
data is stored in MYSQL database. We have design a web 
application with client server communication. Web application 
that communicates with local server and Trustee Server using 
REST API. User give the text feedback on local cloud, add 
profile, post comment, and apply security, privacy on online 
social network.  
 

V. RESULT 
 

Table I. Result table 
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Fig 2. Count result graph 

 
VI. CONCLUSION 

 
In this paper we finally conclude a proposed novel 

data expansion approach, to address the sentiment 
classification. The sentiment analysis is the process to clarify 
the given input is which direction (+,-). The duel sentiment 
analysis meansa pair of dual training and prediction (dual 
prediction). We also work web usage mining for user’s history 
from the server. This is the essential tool for realizing more 
personalized user-friendly and business-optimal Web services. 
Web usage mining is working on proposed e-commerce sites 
and other organization's to organize their sites and to increase 
profits. 
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