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Abstract- Data mining has become considerably remarkable 
research topic in the field of computer science since the past 
decade. Data mining is a process in which extraction of 
proper, useful and potential knowledge and interesting facts 
from huge set of large data repositories. There are some 
approaches to carry out this process such as clustering, 
classification, time series analysis, and association rule 
mining etc. In these approaches association rule mining 
became more popular because of its wide range of 
applications. Association rule mining is a process of 
discovering the frequent patterns, associations and 
correlations between itemsets in information repositories and 
other databases.  There are two stages in this process one is 
frequent set item generation in which we find all the frequent 
sets of items and association rules generated from the frequent 
itemsets. The objective of this paper is to study some of the 
recent association rule mining algorithms proposed by several 
researchers. The data used in this paper is secondary data 
collected from various sources such as Google search, 
scholar, and other open access journal papers.  
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I. INTRODUCTION 
 
 Data mining or Knowledge Discovery in Database 
(KDD) is a technique that analyzes and summarizes data from 
different contexts and discovers useful knowledge. Data 
mining lets users to analyze the data from many diversified 
aspects, classifies, summarizes data to find relationships 
among different data. Data mining is also termed as the 
process of finding correlations or patterns between several 
attributes of data from large relational databases. Data mining 
has several techniques (fig. 1) to achieve this such as 
classification, clustering, regression, time series analysis, 
prediction, association rules and numeration etc[27]. Data 
mining algorithms are further classified into descriptive 
mining and predictive mining algorithms. Descriptive mining 
is defined as Summarization or characterization of 
comprehensive tracts of data in data store where as Predictive 
mining is a process of performing presumptions on existing 
data, and deriving predictions from previous data [30].  
 

 
Fig. 1 Data mining Techniques. 

 
Association Rule mining is categorized under 

descriptive mining analysis and became very popular 
technique among data mining techniques because of its vast 
variety of various applications domains such as insurance, 
stock market, super market, healthcare, tax inspection, sports 
and traffic management etc. It is the process of generating 
associations among fields of relational or transactional 
databases and building relationships between attributes. It is 
initially developed as combination of classification and 
association techniques[2]. Classification is the process of 
classifying data into different categories based on relationships 
among the data. It is also described as finding frequent 
patterns, correlations or associations between sets of objects in 
information repositories. Since the size of data is increasing 
rapidly, mining of association rules from massive data in the 
database is attentive among lot of organizations those help in 
solving several decision making problems. To generate 
association rules there are two steps. In first step, we discover 
frequent items from transactional database and the second step 
is generation of common association rules from those frequent 
items. Set of items in association rule are called itemsets and it 
occurs frequently more than a predefined minimum 
support[20]. Itemsets has two fundamental measures, one is 
support, and second one is confidence[9]. Support is defined 
as chances of occurrences of frequent itemsets in a transaction. 
Confidence is the probability of the rule’s subsequent 
resultants which also contains previous consequents in the 
transaction. To term association rule is strong it should have 
minimum confidence. Conventional association rule mining 
algorithms are made up of binary attributes in databases[29]. 
Types of association rules described in [26] as positive 
association rule mining, negative association rule mining, 
constraint based association rule mining, multilevel 
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association rule mining. Association rules garneted gives 
detailed description of itemsets that are listed in dataset 
transactions[31]. Positive association rule mining is about 
finding positive relationships among itemsets and rules that 
are garneted from those positively related itemsets. These 
positive association rules classified into Boolean rule, checks 
the presence of itemset, quantitative rule, defines the 
associations among quantitative values which are partitioned 
into intervals, spatial rule is a rule that indicates particular 
association relationships between itemsets of spatial databases, 
and finally temporal rule, used to find significant relationships 
between itemsets of temporal databases. These algorithms are 
useful in decision making process.     

 
Negative association rule mining is technique of 

finding negative association rules between the same itemsets 
that are not frequent, which are considered to be absent from 
data transactions. The negative rules are generated from 
infrequent itemsets. Negative rules also plays significant role 
in decision-making process. Constraint based association rule 
mining cost effective process that gives detailed account of 
only constraints while mining process and gives association 
rules based only on user interests. These constraints are 
knowledge based and data constraints. Multilevel association 
rule mining generates association rules from mining data at 
different abstraction levels. Some of the abstract levels are 
uniform minimum support for all level, reduced minimum 
support at each level, and item or group based minimum 
support level. Although association rule mining has vast 
variety of applications traditional algorithm is very slow. To 
overcome this problem many researchers contributed their 
work to improve traditional association rule mining algorithm. 
Next section (section III) describes the study of some of 
improved association rule algorithms proposed by several 
researchers.  
 

II. BACKGROUND 
 
  Finding frequent patterns of itemsets is essential in 
association rule mining. Process of discovering associations 
and correlations between fields of huge datasets is called 
frequent item set mining. Initially frequent pattern mining was 
suggested by R.Agarwal to solve market basket analysis 
problem using association rule mining. Basically there are two 
approaches for frequent pattern algorithm, one is candidate 
generation approach follows breadth first approach, and 
second one is without candidate generation approach follows 
breadth first approach. Example for candidate generation 
approach is Apriori algorithm. Example for without candidate 
generation approach is FP-growth algorithm. Discovering the 
interesting associations and frequent patterns between itemsets 
of huge databases is called association rule mining. 

 Association rule mining described as follows: Let 
X={I1,I2,I3,……,In} constitutes as all itemsets and T= 
{T1,T2,T3,……,Tm} are set of all data transactions, in which 
each transaction represents set of items, and Y be any subset 
of X, then association rule X=>Y illustrates a particular 
relationship among the itemsets X and Y. The confidence for 
the association rule X=>Y is determined by the percentage of 
transactions T that contains itemset Y in the transactions 
which contains itemset X[11][26][32]. Apriori algorithm 
analyzes candidates generation based approach and a 
compromise of two stages, first stage is generation of all 
frequent itemstets whose occurrence surpasses the minimum 
support. Second stage creates k+1 itemsets based k frequent 
itemsets which have been explored in previous stage. That is 
presumptive reduction process takes place to eliminate all the 
k+1 itemsets that are not frequent. Frequent pattern growth 
(FP-growth) algorithm reduces association rule problem of 
exploring large set of transactions and comparisons. FP-
growth indexes frequently explored itemsets in a tree structure 
form, so that the just one data scan is require. However, there 
is a problem with exploring enormous candidate itemsets since 
either considering that the high memory requirements and 
number of input/output stores all itemsets.         
                                                  

III. LITERATURE SURVEY 
 
J.S. Esther Sylvia Jebarani, et al. [4] proposed new 

rank based weighted association rule mining algorithm based 
on fuzzy c- means. This approach processes huge set of 
datasets with help of Limma statistical test measures and 
fundamentally measures as rank based weights.  Limma 
process computes the p-value of each (item, and assigns 
weights to given items based on p-value measures. The 
Limma statistical test yields rank wise item lists. Limma gives 
a rank-wise item lists in consonance with their p-values taken 
from best case to worst case. After that, weights are assigned 
to each item according to their p-value ranks. And indexes 
these p-value ranks into the measures, so that the measure 
preference to each item by given data discretization process, 
that uses fuzzy C-means clustering algorithm. Maziyar Grami, 
et al. [5] proposed new algorithm for association rule mining 
based on heuristic genetic algorithm operates on prepared 
databases. The proposed heuristic genetic algorithm gives 
effective outcomes in lesser time and very useful when we 
want to obtain large set of resultants. Heuristic genetic 
algorithm solves problems using nature approach. In this 
method at first initial population/dataset is selected by the 
result of Apriori algorithm, which helps to produce more 
realistic results and after a micro genetic search takes place to 
produce results. Small form of genetic algorithm micro genetic 
and initial outcome of genetic algorithm will supplied as input 
to the micro genetic search.  After that following steps takes 
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place in which each chromosome is described as the row of 
the database. In a way that population or chromosome 
contains binary array of items that are compromised of which 
consists of one (i.e. transaction takes place) and zero (i.e. 
transaction not takes place). Xiuli Yuan [11] proposed an 
improvement of apriori algorithm in which scanning of 
transaction database done only once and gives transaction 
identifier (TID) set for every item in transaction database. In 
the proposed technique candidate itemsets Ck are produced at 
first, after that elimination of Lk-1 counts the time of every 
item occurred in Lk-1, and deletes the itemsets which are 
numbered less than k-1. For counting the support of the 
candidate itemsets Ck it uses overlap technique based on TID 
sets of Lk-1 and L1. Finally aborts the process of | Lk|<=k.  
Advantage if this algorithm is, it reduces the time and number 
of clients eliminated. This algorithm reduces the 98% time 
than traditional Apriori algorithm but consumes more space. 
In healthcare this algorithm can be used for analysis medical 
process and discovers efficient ways to enhance medical 
services and saves medical costs. Aashna Agarwal and Dr. 
Nirali Nanavati [13] suggested new association rule mining 
algorithm for solving multi objective optimization problem by 
employing hybrid Genetic Algorithm (GA) and Particle 
Swarm Optimization (PSO) algorithm (GA-PSO) method. 
Multi objective optimization follows weighted sum approach 
and uses single confidence function for association rule 
mining. Generates number of important rules that are similar 
to the interests and leads to less diversity of lesser interest to 
the users. Further, user interference for these co-efficient 
specifications in the weighted sum method leads to two 
problems. At first, user need to familiar with corresponding 
significance of every parameter. The second problem is that 
the generation of rules with high confidence and lees support 
count. A good and frequently used algorithm to solve multi-
objective optimization based on GA is Non-dominated Sorting 
Genetic Algorithm II (NSGA-II). It was most effective 
algorithm since it was implemented to improve the merge of 
properties and employs Pareto based non-domination fast 
sorting technique to discover the minimal solution. The main 
obstacle of NSGA-II algorithm is that finer rules that were 
generated during intermediate generations will be lost. There 
are no other new rules included in the resultant set because of 
elitism. To overcome this problem Aashna Agarwal and Dr. 
Nirali Nanavati [13] a hybrid version of GA and PSO 
algorithms, which follows assumptive population based 
approach. The algorithm creates new reliable resultants, for 
enhancing the search space. In GA, the chromosomes 
procreate with each other to produce successor chromosomes. 
Positions of particles affected by their own knowledge and 
sharing of data between large members, is the principal 
approach of PSO. GA operators have a low convergence when 
compared to PSO. GA integrated with crossover, mutation and 

feasibility for solving real-world problems which is not 
possible in PSO technique. The main intention here is to 
combine both GA and PSO techniques to solve multi 
optimization problem. With help of this hybrid algorithm, 
exploration of all high coverage rules is not required. So they 
can only explore potentially very useful knowledge. Users will 
be aware of rules that are less important since here mining 
takes place only based on support and confidence. This 
algorithm removes rules that have low support high 
confidence and infrequent itemsets.  

 
 The problem with the traditional apriori algorithm is 
it operation is a breadth-first search and bottom-up technique. 
In which the process of executing begins from the 
insignificant frequent itemsets and forwards till it make it to 
the biggest frequent itemset. Which will predominantly 
increases the time space and becomes slower. To overcome 
this problem Ashish Shah [14] proposed an improved 
approach that discovers frequent patterns by using bottom up 
and top down approaches. This algorithm checks frequentness 
of large data itemsets in a maintained list of all itemsets by 
counting support of itemsets. With this will get knowledge 
about the subset of frequent itemsets so that they can be 
removed from the maintained list. Which will  increases the 
performance of the system.  T.Bharathi, and Dr. A.Nithya in 
[17] proposed new enhanced algorithm based on ontology 
which is four step process. In first step, data is reduced from 
the database and is transformed to binary form which can help 
us to discover essential itemset in an easiest way.  In the 
second step IR value is calculated and sets threshold for 
minimum values. Ontology tree is created on the based on 
analysis of domain ontology. In the third step, support value 
will be calculated as well as frequent item discovered from 
ontology tree during this stage. At fourth step, ontology tree is 
reduced on the basis of occurrences of frequent itemsets. This 
algorithm improves the scanning of database and quickly 
calculates the support values.     
 

IV. CONCLUSION 
 

 Association rule mining is one of data mining or 
KDD processes, which finds the frequent patterns based on 
association rules. Mining with normal association rules is time 
and space consuming process. So several researchers proposed 
their own techniques for improvement of algorithms to 
increase the efficiency, reliability, and complexity and 
performnce. This paper provides study of those improved 
algorithms enhanced.     
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