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Abstract- Classification is plays major role in all areas of 
domains. Today we are getting Online News by so many 
websites and. Every Second we are getting we are getting so 
many Breaking news from various websites.The Previous 
research of multilabel classification for news using TF-
IDF.The Purpose of this paper is to implementation of 
multilabel classification using feature based on Word2Vec. 
Word2Vec is an unsupervised task utilizing unlabeled data to 
convert a word into vector representation. We are going to 
research over classification of Breaking News in MultiClass 
Category.To get the Breaking News we are using RSS Parsing 
of various news channel/ news paper websites. 
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I. INTRODUCTION 
 
 Multilabel classification is a predictive data mining 
task with multiple real world application Including the 
automatic labelling of many resources such as texts, images 
,music and video. There are two main approaches used in 
multilabel classification, namely problem transformation and 
algorithm adaptation[1]. 
 

The former change of multilabel classification 
problem into one or more single label problems while develop 
an algorithm to be used directly for solving multilabel 
classification problem. 
 

As a result of small label data, two words with 
similar meaning but different number of occurance word have 
different number of occurance would have different weight 
when use bag of words  feature and TF-IDF. 
  

In this paper this paper including the unlabeled data 
to solved by Word2Vec. a tool that can compute vector 
representation of words[2].  The related work on semantic 
representation using Word2Vec.  
     

The rest of this paper is organized as follow section. 
section 2. discusses the relarted work using word2Vec. Our 

method used in section 3. Finally the conclusion and future 
work are in next section.      
 

II. RELATED WORK 
 
  2.1 Word2Vec 
 
   Word2vec is a tool based on deep learning and 
released by Google in 2013 [3].   Word2vec is applied by taking 
the (unlabeled) text data as the input and producing the vectors 
of the words as the output. 
 

III. FEATURE EXTRACTION 
 
  The Following Process Can Be Used. 

 Removal Of Html Tags 
 Tokenization 
 Stop Word Removal 

 

3.1  Information Gain 
 

 Information Gain is a measure of dependence 
between the feature and the class label. It is one of the most 
popular feature selection techniques as it is easy to compute 
and simple to interpret. It is commonly used as a term 
goodness criterion in machine learning Information gain value 
measures the number of bits of information obtained for 
category prediction by knowing presence or absence of a term 
in a document[6].  Information gain value is calculated as   
     

IG = A.logA + B.logB + C.logC + D.logD +  A + B.logA +    
B–C+ D.logC + D –2 

 
3.2  Mutual Information 
 

Informally, MI compares the probability of observing 
t and Ct together (the joint probability) with the probabilities 
of observing t and cindependently (chance). Mutual 
information method assumes that the term with higher 
category ratio is more effective for classification"  
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[6] Mutual information can be calculated as follows 
using our already calculated A,B, C, D values 
 

                MI=log AXN/(A+c)(A+B)___(2) 
 
3.3 News Classification (8) 

 
These types of steps are including in classify news 
 

 
fig. Design of News Classification 

 
3.3.1 ) Preprocessing. 
        

Case folding: Changing all the text into lower case. 
    Parsing: Break a text into collection of words without      
regard relationship . 
 
3.3.2 ) Stop word filtering: 
 
    After completing the tokenization next step to chek stop 
word list. 
 
3.3.3 ) Stemming: 
 
 It   is a process to transform word into its basic unit. 
 
3.3.4 ) word frequency counting: 
 
    words stemmed are saved as training data. 
 
3.3.5 ) TF-IDF Features: 
    
Tf-Idf is a method of weighting which is integration between 
the term frequency and inverse document frequency. 
 
    weighting the first step is to find the number of words that 
we want to know weight in each document after it is 
multiplied by inverse document frequency. 
 
    Wij =Tf ij idf _________________________-_____1 
 

3.3  Term Frequency 

         Comparing with BoW, tf-idf can reduce feature dimension 
effectively and distinguish the importance of different words. 
TF-IDF is short for term frequency-inverse document 
frequency, which is intended to reflect the importance of a 
word to a document in a corpus. 

 

TF-IDF(w,d)=TermFreq(w,d)·log(N/DocFreq(w)) 
 

3.4  Inverse Document Frequency 
 
    Document frequency is a very simple feature 
selection method. Document frequency assumes that rare 
terms are “non-informative for category prediction, or non-
influential in global performance" [6], and terms with higher 
document frequency are more informative for classification". 
Document frequency is calculated from A, B, C, D values as   
 
IV. CLASSIFICATION ALGORITHM AND FEATURE 

SELECTION 
 

The Two Multilabel Classification Algorithm Used. 
CBOW And Skipgram. In This Paper We Used This 
Algorithm For Training Data. 
 

4.1  CBOW 
    

The above description and architecture is meant for 
learning relationships between pair of words. In the 
continuous bag of words model, context is represented by 
multiple words for a given target words. For example, we 
could use “cat” and “tree” as context words for “climbed” as 
the target word. This calls for a modification to the neural 
network architecture. The modification, shown below, consists 
of replicating the input to hidden layer connections C times, 
the number of context words, and adding a divide by C 
operation in the hidden layer neurons.  

Figure 1. CBOW Model 
 

4.2   SkipGram 
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          The skip-gram neural network model is actually 
surprisingly simple in its most basic form; I think it’s the all 
the little tweaks and enhancements that start to clutter the 
explanation. The output probabilities are going to relate to 
how likely it is find each vocabulary word nearby our input 
word 
 

We’ll train the neural network to do this by feeding it 
word pairs found in our training documents. we would take 
from the sentence “The quick brown fox jumps over the lazy 
dog.” I’ve used a small window size of 2 just for the example. 
The word highlighted in blue is the input word. 
 

4 .3   Feature Selection 
 

             A large text corpus might have a large amount of distinct 
words[5]. By selecting only a fraction of the vocabulary as 
input, the calculation complexity of classification algorithm 
will be reduced. There are two feature selection steps in our 
research. Part of speech tagging and selecting (POS-based) is 
the first and the second step is based on statistic. 
 

1.  POS based Feature Selection 
2. Statical based feature selection 

 

V. PROPOSED FRAMEWORK 
 
          The news classification model is shown in fig. 
the online news gathered form following categories 
politics, sports, entertainment etc. 
 

 
Figure 2. Distribution of News 

 

 
 
 

VI. CONCLUSIONS 
 

In this work we have include solving mutilabel  
classification problem by Word2Vec methodthe result using 
the previous research feature from Bag of Words(BOW) , 
SkipGram and Tf-Idf. 

In  the future we using a multilabel classification by 
RSS method. We are using feature extraction such as Mutual 
Information and Information Gain. 
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