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Abstract- Deep learning has shown tremendous success in 

vision, language, and speech related tasks. These 

advancements also open a room for many applications that can 

make a significant impact on our lives. In this paper, we show 

our work on a device that leverages advancements in deep 

learning to help visually impaired people understand their 

surroundings. We show that techniques such as image 

captioning and visual question answering can be combined 

together to build a device that can act as a virtual assistant to 

visually impaired people. We call this device “ThirdEye”. We 

also show how it can be challenging to productize such device 

due to heavy computational requirements. Finally, we conclude 

this paper by sharing our thoughts on possible future 

improvements. 
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I. INTRODUCTION 

 

Machine learning methods are proved to be state-of-

the-art in many areas such as computer vision and natural 

language processing [5, 9, 10]. Since our work is mainly about 

vision, we will narrow down our focus to computer vision only. 

Currently, deep learning based methods are state-of-the-art in 

almost every computer vision problem such as object detection, 

object segmentation, pose estimation, etc. It has also made it 

possible to solve tasks which were conceived to be impossible 

before the advent of deep learning (i.e image captioning [3]). 

Previous works in smart glasses were limited to object 

detection, face recognition and similar tasks. Most of these 

devices used traditional computer vision techniques.  

 

Here, we introduce a new concept for a device that 

uses image captioning and visual question answering  to help 

visually impaired understand their surroundings better than 

before. These two features can be used together to build an ideal 

virtual assistant for visually impaired people. We can also add 

other features (i.e optical character recognition) into this device. 

We believe that such a device can be very helpful to visually 

impaired people, given that we have solved challenges 

mentioned in this paper. 

  

II. RELATED WORK 

 

There have been a lot of effort to make smart glasses 

using various technologies. Most of these used traditional 

computer vision techniques to implement object detection and 

segmentation related tasks. Some previous work used deep 

learning methods for tasks such as face recognition. But, there 

is no previous work in applying deep learning techniques (i.e 

image captioning) to smart glasses. 

 

III. THIRD EYE 

 

In order to load and process modules for various 

features such as image captioning, we need to have a small 

processing unit. If we are interested in developing a smart 

glasses with features mentioned earlier, then a custom 

processing chip will be required. It is also possible to use a 

standard tiny computer (i.e raspberry pi) for this glasses, but we 

believe it would be comfortless. It is also possible to design a 

cap that has a processing unit on top and a camera on the front 

side. For this experiment, we used raspberry pi 3 with a pi 

camera on the front to capture an image. Flowchart of an ideal 

interaction with a device is shown in Figure-1. 

 

Figure 1. (a) Caption generation process (b) Visual 

question answering process 
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A user can invoke image captioning module by 

pressing a button on a device. First of all, this will capture an 

image using a pi camera and this image will be sent to image 

captioning module to generate a caption. If a user finds 

generated caption vague or if he/she has any questions 

regarding this image he can invoke a VQA module by pressing 

a button. Now, a user needs to speak up his question near to the 

microphone. As soon as the user stops speaking, the recorded 

speech will be sent to a speech-to-text module and then this text 

will be sent to a VQA module which takes this text as well as 

the captured image as an input. VQA module will process this 

input and an answer will be generated. This text answer will be 

sent to a text-to-speech module and speech will be played on a 

connected headphone. If a user has more questions, he/she 

needs to press the button again and the same process will take 

place. An important thing to note here is that an image captured 

during image captioning task needs to be in memory so that it 

can be used by a VQA module. Once a user asks for another 

caption by pressing the button, the previous image will be 

flushed. Although image captioning and visual question 

answering are different methods, they are synchronized in this 

case and works as a single unit. 

 

In the following sections, we briefly explain image 

captioning and visual question answering. 

 

3.1 IMAGE CAPTIONING 

 

Image captioning is a task of generating a caption of a 

given image [3]. Currently, deep learning based methods are 

state-of-the-art for this task. An architecture used to train such 

a model is usually composed of CNN [5] and RNN (i.e LSTM) 

[11], where CNN acts as a visual feature extractor and RNN 

acts a caption generator. 

 

3.2 VISUAL QUESTION ANSWERING 

 

Visual question answering is a task of generating a 

relevant answer of a question given an image and a question as 

an input [4]. A simple VQA system is shown in Figure 3. 

 

 

Figure 2. A Neural Image Caption Generator (NIC) 

model [3]. 

 

  

Figure 3. A simple VQA system [4]. 

 

IV. CHALLENGES 

 

This type of system comes with a big issue of inference 

speed. Deep learning models used in such tasks usually have 

millions of parameters and that requires a lot of computation to 

generate an answer. There are two ways to improve inference 

speed. One is to have a better hardware and the second one is to 

optimize deep learning models as much as possible. There are 

several chips which are specially designed for deep learning. 

For example, Nvidia and Intel have released their chips 

specially designed to accelerate the speed of deep learning 

based programs. Since we used TensorFlow to develop and 

train our models, we had to find ways to optimize this code. We 

used TensorFlow because we found that it is the best match for 

our project and it is also widely used in production. One of the 

ways to optimize TensorFlow graph is to freeze it and the other 

one is to perform some operations that can improve the 

inference speed. Some of these operations are stripping out 

parts of the graph that are never reached and folding batch 

normalization operations into the pre-calculated weights. 

Fortunately, TensorFlow provides a script that implements all 

such operations that can improve the inference speed. 

 

Another challenge is of accuracy. We need to make 

sure that deep learning models used in such devices are accurate 

enough to generate relevant captions. Since users might take 

actions based on content generated by these models, it is very 

important that these models are robust to unseen data as well as 

adversarial inputs [12]. 

 

V. FUTURE WORK 

 

Below we discuss some of the features that we believe 

can make this device more helpful. 

 

Optical Character Recognition- OCR is the task of 

extracting text from an image. Having this feature in this device 

will allow visually impaired people to read from any kind of 

source. 

 

Danger Alert- Currently, we are working to 

understand whether this feature is feasible or not. The idea is to 
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find situations that can hurt users using various computer vision 

and image processing techniques. This can be more effective if 

these techniques are applied continuously (i.e live video 

streaming) and that leads us to our next feature. 

 

Video Captioning- Capturing an image every time you 

want to generate a caption might not be comfortable for every 

user. For this reason, we believe video captioning [7, 8] will be 

of great help to visually impaired people.  

 

One of the things that we are constantly working on is 

the accuracy of machine learning models. We need to make sure 

existing machine learning models are highly accurate and 

robust against unseen data. 

 

VI. CONCLUSION 

 

In this paper, we introduced a new idea for a device 

that leverages deep learning methods such as image captioning 

and visual question answering to help visually impaired people 

understand their surroundings. This device can be a glasses or 

any custom device that can be placed on a cap. Machine 

learning models used in such tasks usually have millions of 

parameters and it poses a computational challenge for us. It is 

very important to build accurate and robust models since users 

are likely to take actions based on answers generated by these 

models. Recent work in adversarial examples also makes it 

inevitable to build models that are robust to adversarial 

examples. We believe we can add more such features that can 

help visually impaired people live like a normal people. 
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