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Abstract- Reconfigurability and low power have always been
the main concern for the efficient filter implementation. This
pa-per introduces two new low power and high speed
reconfigurable Hilbert transformer designs. These designs are
based on the carry save adder (CSA) and ripple carry adder
(RCA) based row bypassing multipliers. The primary power
reduction is procured by turning off adders when the
multiplier operands are zero. In addition, the proposed
Hilbert transformers are implemented with parallel
architecture of multipliers to shorten the delay time. The
proposed designs can be dynamically reconfigured with
arbitrary coefficients that are only limited by their length and
word size. These Hilbert transformers have been implemented
and tested on Vertex-1V field programmable gate array
(FPGA) board. The effectiveness of the proposed design
method is presented with an example. The performance of
both the designs is evaluated in terms of area (number of
slices), speed, i.e., maximum frequency and power
consumption. The results depict that the CSA row bypassing
multiplier based Hilbert transformer achieves  17% increase
in speed and  13% area reduction in comparison with RCA
row bypassing multiplier based Hilbert transformer. While the
power dissipation of the later transformer is 65% less than the
former one.

Keywords- FPGA, Hilbert transformer, IIR digital filters, row
bypassing, carry save adders, ripple carry adders

1. INTRODUCTION

Rapid technological change has forced manufacturing
to face a new economic objective: reconfigurability, i.e., the
capability of reconfigurable computing of a system, so that its
behavior can be changed by reconfiguration. Power con-
sumption is another important issue in the design of today and
future digital systems. For a long battery lifetime in portable
devices such as medical equipments, low power consumption
is required. Recently, with the onset of software defined radio
(SDR) technology, digital signal processing and biomedical
engineering, research is now focused on low power
reconfigurable realizations of digital filters. Recently, many
reconfigurable finite impulse response (FIR) digital filters have
been proposed in literature [1]-[3]. It is known that the FIR
filter consumes more computational power compared to an
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infinite impulse response (IIR) filter with similar sharpness or
selectivity, particularly when low frequency cutoffs are
needed. Also, the IIR filter realization has an advantage over
FIR filter realization in term of number of coefficients and
statistical performance [4], [5]. In our paper, we have utilized
one of the known IIR filter digital structure, i.e.,direct form II
for the realization of Hilbert transformer.

In signal processing, Hilbert transformer is
considered as an important tool and find applications in
different areas like digital communication where it is used for
single side-band modulation and edge detection of digital
images [6], [7], [8]. Previously FIR and IIR digital based
Hilbert transformers have been developed using several
methods namely the Re-mez exchange algorithm [9], eigen
filter method [10], and weighted least square method [11].
Various methodologies for implementing the Hilbert
transformer were also investigated which comprises of
switched-capacitor implementation [12], neural network [13],
and multiplier-less triangular array re-alization [14]. However,
it is observed that these approaches are suitable for the fixed
coefficient applications. The FPGA implementation of fast
fourier transform (FFT) based Hilbert transformation is
presented in [15] [16]. Although, these filters are not
reconfigurable in nature. Whereas in current scenario,
reconfigurability is demanded. This problem is dealt in this
paper. In order to design a low power reconfigurable digital
filter, one should focus on multipliers to make them efficient
as these are the most area and power consuming elements.
Hence, by reducing the power consumption in multipliers a
large power can be saved. In a logic circuit, the power
dissipation can be distinguished as static and dynamic power
dissipation. The static power consumption is proportional to
the number of transistors used. While the dynamic power
dissipation depends upon charging and discharging of load
capacitance [17]. The average dynamic power dissipation of a
CMOS gate is

Pawy = ~CSVEN
2] a did (1)
where, C is the load capacitance, Vdd is the power

supply voltage, f is the clock frequency, and N is the number
of switching activity in a clock cycle. Thus, by reducing the
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switching activity of a given logic circuit, the power
consumption can be reduced without altering its function.

In this work, two new reconfigurable Hilbert
transformers based on low power, row bypassing multipliers
are proposed. Hilbert transformers are implemented using two
multipliers proposed in [18] and [19], respectively. The
multiplier design [18] is using carry save adders and a final
ripple carry adder for its implementation. While in [19] the
multiplier is based on only ripple carry adders. The filter
coefficients are directly saved into look-up-table (LUT). These
coefficients are ac-cessed by multipliers. The proposed
designs are implemented on Vertex-1V field programmable
gate array (FPGA) board. The performance is compared in
terms of speed, i.e., maximum frequency, area (number of
slices) and power consumption. The proposed Hilbert
transformer can be implemented and utilized in those
applications where filter coefficients need to change such as in
communication systems.

The paper is structured as follows. The basic
concepts of Hilbert transformer is explained in section II. In
Section 1ll, the methodology of bypassing multipliers is
explained. The FPGA implementation of Hilbert transformer
is described in Section IV. In Section V, design example and
comparative results are presented. Conclusion is summarized
in Section VI.

I1. HILBERT TRANSFORMER

It is known that there exists an explicit relation
between the discrete Hilbert transformer and complex half-
band filter. Complex half-band filter satisfies frequency
domain constraints of the Hilbert transformer [5]. The
frequency response of the ideal Hilbert transformer is
characterized as

g, =mewel
-y O<w<n

Hur(e?) =
{ (2)

The complex half-band filter can be easily procured
by
adding a shift of m/2radians in the real half-band filter’s
frequency response [5]. The real half-band filter G(z) can be
written as

Gl = oA+ W)
: @3)
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where, Al(z) and A2(z) represents are stable allpass filters.
After applying frequency transformation, complex half band
filter can be procured from half-band filter [20] using

' k. s — _a
Hiz) :—Jllf—: B Rl - ‘.!gli—: _]l

where Al(-z—2) and A2(—z—2) represents real and
stable allpass filter. It is to note that if G(z) is a half-band
lowpass filter with its passband on the right half of the unit
circle, then by applying the frequency transformation, H(z)
becomes the complex half-band filter with its passband on the
upper half of the unit circle [21]. The complex half-band
realization using allpass filter is shown in Fig. 1.

The allpass filter block in the complex half-band filter
real-ization is replaced with the direct form Il structure of
allpass filter to obtain the canonic structure to Hilbert
transformer. In canonic realization, multiplier coefficients of
the structure are mainly the filter coefficients [5]. The required
number of coefficients for the realization of the Nth order IIR
filter are 2N + 1 using canonic structures.

Az('z_z)'_* Yimg(n)

x(N)—p—t

4
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Fig.1. Complex half-band filter realization using

All pass filter

I11. LOW POWER MULTIPLIER WITH ROW
BYPASSING

The power consumption of a multiplier can be
reduced by turning off the components through multiplexers
when multiplier operands are zero. The average of zero input
of the operand in the multiplier is found as 73.8% in
conventional DSP applications [19]. Therefore, to reduce
power consump-tion and increase in speed, row bypassing
techniques are used in multipliers. These bypassing multipliers
can be designed using carry save adders and ripple carry
adders described as follows.

A. Row bypassing multiplier based on CSA

The purpose of row bypassing multiplier [18] is to
disable adders in the jth row if the bit yj is zero in the
multiplier, i.e., all the bits in the xiyj, 0 <i<n — 1, are zero,
where n is the operands wordlength. Hence, the power
dissipation can be reduced. The conventional full adder cell
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needs to be modified in order to disable the adder of a specific
row as shown in Fig. 2.

cr, i,y
e Adder q L

co,; , S s

Fig. 2. Modified full adder cell

Where xi, yj and cr are the three inputs which are
applied with tri-state buffers and si,j and coi,j are the outputs.
At the outputs two multiplexers are used to perform bypassing
technique. The applied tri-state buffer take a decision to
disable the adder when the value of multiplier bit yj is zero.
The multiplexers are used to select correct outputs. In Hilbert
transformer the input vectors and coefficients may be positive
or negative, therefore, we need to use signed multiplier.
Therefore, a 8 x 8 signed Braun multiplier is designed using
the modified adder cell shown in Fig. 2.

B. RCA based row bypassing multiplier

The RCA based row bypassing multiplier is
presented in [19]. The basic adder cell has two inputs and one
output. Hence, only two tri-state buffers are required to disable
the adder operation if the bit yj is zero in the multiplier. Also,
only one multiplexer compared to CSA based multiplier is
required to select correct output. The ripple carry adders are
rather slow compared to carry save adders due to the longer
critical path. Therefore, speed is enhanced by a parallel
architecture of an 8 x 8 signed multiplier which is designed
using two 8 x 4 multiplier blocks. The block diagram of 8 x 8
multiplier is depicted in Fig. 3. An 8 x 8 signed multiplier [19]
is used to implement Hilbert transformer in this paper.
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Fig. 3. Block diagram of 8x8 signed row bypassing multiplier
using carry save adders

IV. FPGA IMPLEMENTATION

The Hilbert transformer structure depicted in Fig. 1
has been implemented in two ways: using CSA row bypassing
based multiplier and using RCA row bypassing based
multiplier explained in the previous section. The coefficients
are directly saved into LUT to make the operation faster. One
more advantage of storing the coefficients into LUT is that the
same coefficients need to save only once and can be fetched as
many times they are required. Hence, the less number of
memory locations may be required to store coefficients. The
proposed designs can be dynamically reconfigured with
arbitrary coefficients that are only limited by their length and
word size. The structures of Hilbert transformer are coded in
Verilog HDL language and synthesis, translate, map, place
and route of the designs are done using Xilinx ISE 13.4
targeting Vertex IV (xc4vsx25-10ff668) FPGA device [22],
[23]. These structures are tested and simulated on ISim
simulator by applying different input test vectors. The Power
dissipation of these filters is estimated by XPower tool. A
design example of Hilbert transformer is considered in the
following section.

V. DESIGN EXAMPLE

In this section the implementation of Hilbert
transformer is shown by an example. The direct form Il
structure of a Hilbert transformer is implemented on Xilinx
Vertex IV FPGA.

The FPGA is programmed using a combination of
Xilinx core generation and Verilog (HDL) code. The input
signals are the parallel inputs, global clock and a reset.The
specifications of real half band filter are as follows: stopband
edge frequency, ws = 0.6m and stopband ripple, ds = 0.016.
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For these specifications, the transfer function of the real-half
band filter is given by

H(z)=1/2
2))[(1+0.2364710212°(-2)  ))+z7(-1)
2))(1+ 0.7145421497+2°(2) )] ~ (6)

[((0.236471021+2(-
((0.7145421497+2(-

By applying frequency transformation, the resultant complex

H(z)=1/2 [((0.236471021-z7(-2))/(1-0.2364710212'\(-
2) N+ [jz] ~(-1) ((0.7145421497-2(-2))/(1+ 0.7145421497-

2N ()
Where
_ay _ 0.236471021 — 22
A (=77 )= e
1 — 023647102122
Ay(—2=%) = 0.7145421497 — 22
And 7 1-0.7145421497.—2

0.2364 -
Fig. 4. Direct form Il realization of Hilbert Transformer
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Direct form 1l realization of Hilbert transform for
given ex-ample is shown in Fig. 4 and its magnitude response
is depicted in Fig. 5. The performance of Hilbert transformer
presented in the example is implemented with the two
bypassing multipliers and compared in Table | in terms of
delay (minimum period), speed (maximum frequency) and
dynamic power dissipation. The hardware utilization of the
two approaches is summarized in Table Il. The comparative
results show that the power dissipation of CSA row bypassing
based Hilbert transformer is 65% more than RCA row
bypassing based Hilbert transformer. The reason is more
switching activity involved in former transformer as the
number of multiplexers are almost double to the later.
Whereas, the minimum period is decreased by 14.5% and
maximum frequency is improved by 17% in  CSA
rowbypassing based transformer. Therefore, there is a tradeoff
between speed and power dissipation. Similarly, from

TABLE I. DELAY SPEED AND THE TOTAL POWER DISSIPATION FOR HILBERT TRANSFORMER

Type Minimum Period | Maximum Frequency (MHz)| Dynamic Power Dissipation
CSA row bypassing based 7.792 128.334 23.13
RCA row bypassing based 9.115 109.708 13.98

TABLE II. HARDWARE UTILIZATION SUMMARY OF HILBERT TRANSFORMER
Type 4 input LUTs Slices Slice flip-flops
used | Available | Utilization | used | Available | Utilization | used | Available | Utilization
CSA row bypassing based | 246 20480 1% 144 10240 1% 40 20480 1%
RCA row bypassing based | 292 20480 1% 166 10240 1% 39 20480 1%
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Fig. 5. Passband magnitude response of Hilbert Transformer

Table 11, it is observed that area (slices) required for
CSA bypassing multiplier based transformer is 13% less
compared to the second transformer design. The choice of the
design can be made according to the application. For
comparison of the speed and area of the RCA and CSA
rowbypassing based multipliers, many random input samples
are applied in testbench and corresponding results are
observed. The perfor-mance of the digital filters depends upon
the value of filter coefficients and input samples, as the
number of nonzero bits in coefficients increases, the hardware
and power dissipation may vary. Hence, in this work, the
power, speed and area are considered as an average of the
synthesis results in all the tables. For other examples, the
comparison results of the speed, area and power dissipation
may vary according to the number of nonzero coefficient bits.
Hence, the power, speed and area values of the synthesis
results are dependent on the nonzero bits in filter coefficients
and value of input samples and hence we have considered an
average of the synthesis results in all the tables in this paper.

VI. CONCLUSION

The efficient implementation of low power and high
speed Hilbert transformer is proposed. The primary power
reduc-tions are obtained by turning off adders when the
multiplier operands are zero. Therefore, CSA and RCA based
row bypassing multipliers are used to design a Hilbert
transformer

In addition, the ripple carry adders are rather slow
compared to carry save adders due to the longer critical path.
Therefore, speed of RCA rowbypassing multiplier based
transformer is enhanced by a parallel architecture of multiplier
to shorten the delay time. The proposed designs can be
dynamically reconfigured with arbitrary coefficients that are
only limited by their length and word size. These transformers
are im-plemented and tested on Xilinx Vertex-IV xc4vsx25-
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10ff668 FPGA device family. The performance analysis of the
two implementation is made for speed, area and power
dissipation. For comparison of the speed and area of the RCA
and CSA rowbypassing based multipliers many random input
samples are applied using testbench for the filter coefficients
given in the example. The results indicate that CSA row
bypassing multiplier based Hilbert transformer is better in
terms of speed and area while RCA row bypassing multiplier
based Hilbert transformer is better in terms of power
dissipation. Among these the designer can choose the
optimum Hilbert transformer structure for a specific
application.
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