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Abstract- In recent year huge amount of data and extreme use 
of that data in meaningful manner is one of the major scopes 
for research. Data mining is the process of extracting 
knowledge form dataset. Cluster analysis is decades’ old 
concept of data mining which performs grouping of similar 
objects and dissimilar in another group. It is group of 
unsupervised data. It is used in various applications in the 
real world such as data/text mining, voice mining, image 
processing, web mining, medical data mining and many 
others. There are two types of clustering 1) hard 2) soft. 
Hard(crisp) clustering strict data point to belong to single 
cluster while soft(fuzzy) clustering allows one data point to 
belong to more than one cluster. There are many methods 
designed for clustering. This paper discuss about variants of 
overlapping clustering.    
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I. INTRODUCTION 
 
 Clustering is an unsupervised classification which 
deals with finding a structure in a collection of unlabelled 
data. The main objective of clustering is to find natural 
groupings among objects. It organizes data object in such that 
has higher intra cluster similarity and lower inter cluster 
similarity. Clustering method has many real time application 
in the fields like medical domain for disease prediction, 
medical image segmentation, biological sequence analysis; 
Market basket analysis, Pattern Recognition, Text 
segmentation and Social Media Analysis.  
 

Clustering methods can be categorized according to 
the following criteria [1]:  

 
1. Type of input data: To deal with different types of 

input data such as numerical, categorical and mixed, 
different clustering methods are used.  

2. Type of proximity measures: Different types of 
similarity measures are defined to deal with different 
type of input data, some of them are Euclidean 
distance, Manhattan distance etc.  

3. Type of generated cluster: In this category two types 
of clustering methods are defined one is Exclusive 
(Non-Overlapping) another one is Overlapping.  

4. Type of clustering strategy used: In term of cluster 
strategy, clustering methods are divided into six 
groups. 

 

 
 

This paper is organized in four sections as: Section 2 
presents overview of Overlapping clustering. Section 3 
presents different overlapping clustering techniques and 
finally section 4 mentions a brief conclusion with future 
scope. 
 

II. OVERLAPPING CLUSTERING 
 
Most of the clustering methods generate exclusive 

clusters i.e. one sample can belong to single cluster. However, 
almost real-world datasets cannot be fully explained using 
such strict constraint. For ex., in the field of medicine, various 
diseases share some common overlapping symptoms such as 
fever is common symptom in typhoid, malaria, viral infection 
and many others. Similarly, in social media analysis there can 
be an actor who belongs to multiple communities. Hence, this 
clustering method has become exceedingly popular since it is 
able to identify clusters where one data object can belong to 
multiple clusters.  

 
Figure 2.1: Pictorial representation of Exclusive vs. 

Overlapping Clustering 
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Fuzzy clustering can allow data objects to belong to 
multiple clusters with different degree of membership value. If 
data point have very less degree than it considers as outlier or 
noise and it will be ignore.  
 

III. DIFFERENT OVERLAPPING TECHNIQUES 
 
There are many overlapping techniques other than 

fuzzy some of them are as below: 
 

 
 

IV. CONCLUSTION AND FUTURE WORK 
  

Despite of number of limitations of overlapping 
clustering partitioning algorithm it is widely used in clustering 
analysis and in prediction analysis. Its scope is not limited in 
one particular domain. Many improvements have been done to 
overcome the existing limitations of FCM to improve its 
performance. This survey show that FCM or OKM can be 
improved further to make it more accurate and applicable for 
different application. 
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