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Abstract- In the last few years, deep learning has led to very 
good performance on a variety of problems, such as visual 
recognition, speech recognition and natural language 
processing. Deep learning using tiled convolution feature 
extraction technique for content-based image retrieval has 
been successfully implemented in this paper. Among different 
types of deep neural networks, convolutional neural networks 
have been most extensively studied. Leveraging on the rapid 
growth in the amount of the annotated data and the great 
improvements in the strengths of graphics processor units, the 
research on convolutional neural networks has been emerged 
swiftly and achieved state- of-the-art results on various tasks. 
In this paper, we provide a tiled convolution neural network, 
mixed pooling layer, leaky ReLu activation function layer, 
hinge loss function, dropout regularization layers have been 
used to extract the high content features using AlexNet 
database. Besides, we also introduce various applications of 
convolutional neural networks in computer vision, speech and 
natural language processing. As compared to existing 
techniques this method provides better results in terms of 
precision, recall and F-score. 
 
Keywords- Tiled convolution nerural network, prescion, recall, 
F-score. 

 
I. INTRODUCTION 

 
 In the recent past the advancement in computer and 
multimedia technologies has led to the production of digital 
images and cheap large image repositories. The size of image 
collections has increased rapidly due to this, including digital 
libraries, medical images etc. To tackle this rapid growth, it is 
required to develop image retrieval systems which operates on 
a large scale. The primary aim is to build a robust system that 
creates, manages and query image databases in an accurate 
manner. CBIR is the procedure of automatically indexing 
images by the extraction of their low-level visual features, like 
shape, color, and texture, and these indexed features are solely 
responsible for the retrieval of images [8]. Thus, it can be said 
that through navigation, browsing, query-by-example etc. we 

can calculate the similarity between the low-level image 
contents which can be used for the retrieval of relevant 
images. Images are a representation of points in a high 
dimensional feature space and a metric is used to measure the 
similarity or dissimilarity between images on this space. 
Therefore, those images which are closer to the query image 
are similar to it and are retrieved. Feature representation and 
similarity measurement are very crucial for the retrieval 
performance of a CBIR system and for decades researchers 
have studied them extensively. A variety of techniques have 
been proposed but even then, it remains as one of the most 
challenging problems in the ongoing CBIR research, and the 
main reason for it is the semantic gap issue that exists between 
the low-level image pixels captured by machines and high- 
level semantic concepts perceived by humans. Such a problem 
poses fundamental challenge of Artificial Intelligence from a 
high-level perspective that is how to build and train intelligent 
machines like human to tackle real-world tasks. One 
promising technique is Ma- chine Learning that attempts to 
address this challenge in the long-term. In the recent years 
there have been important advancements in machine learning 
techniques. Deep Learning is an important breakthrough 
technique, which includes a family of machine learning 
algorithms that attempt to model high-level abstractions in 
data by employing deep architectures composed of multiple 
non-linear transformations. Deep learning impersonates the 
human brain that is organized in a deep architecture and 
processes information through multiple stages of 
transformation and representation, unlike conventional 
machine learning methods that are often using shallow 
architectures. By exploring deep architectures to learn features 
at multiple level of abstracts from data automatically, deep 
learning methods allow a system to learn complex functions 
that directly map raw sensory input data to the output, without 
relying on human-crafted features using domain knowledge. 
In the recent studies like Hinton et al [5] and Wan et al [10] 
encouraging results have been reported for applying deep 
learning techniques in applications like image retrieval, 
natural language processing, object recognition among others. 
The success of deep learning inspired me to explore deep 
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learning techniques with application to CBIR task for 
annotated images. There is limited amount of attention 
focusing on CBIR applications even though there has been 
much research attention of applying deep learning for image 
classification and recognition in computer vision. 
 

Content based image retrieval is described in the 
section II, Proposed method is explained in the section III, 
experimental results described based different databases in 
section IV, and conclusion has been discussed in section V 

 
II. CONTENT BASED IMAGE RETRIEVAL 

 AND CNN 
 
Content based image retrieval is composed the 

feature extraction on color, shape and texture.  a combination 
of dominant color, average color, dominant channel and fuzzy 
color histogram to describe the color feature.  The dominant 
color uses representative colors   to characterize the color 
information in the required region of an image thus making it 
a compact and efficient descriptor. Local features of an image 
can be well represented by a dominant color descriptor which 
helps in fast and efficient retrieval of images from large 
datasets. The average color descriptor returns the average of 
all colors present in the image and compares to it. The 
dominant channel descriptor takes into consideration the 
dominant tone per channel and returns the percentage of the 
dominant channels. Fuzzy 3D color histograms are required to 
compute dominant color. Fuzzy version is more balanced for 
colors that fall between color bins. We have used only 8 color 
bins in this project. Gabor Filter as a texture feature descriptor.  
Gabor Filter is a linear filter used for edge detection. It is an 
image filter that can be used to describe texture of the image. 
The Gabor Filters are of any arbitrary size and orientation and 
are good to detect edge orientations in images. The only 
drawback of Gabor Filters is that it is scale-sensitive. We 
alsoaddedtheaverageandstandarddeviationofbrightnessforeachr
egiontocomplement the information provided by the 
GaborFilter. Also known as Query By Image Content (QBIC), 
presents the technologies allowing to organize digital pictures 
by their visual features. They are based on the application of 
computer vision techniques to the image retrieval problem in 
large databases. Content-Based Image Retrieval (CBIR) 
consists of retrieving the most visually similar images to a 
given query image from a database of images. Learn more in: 
Using Global Shape Descriptors for Content Medical-Based 
Image Retrieval 
 

 
Fig 1: Content-based image retrieval block diagram 

 
the input of a CNN, in this case an image, is passed 

through a series of filters in order to obtain a labelled output 
that can then be classified. The specificity of a CNN lies in its 
filtering layers, which include at least one convolution layer. 
These allow it to process more complex pictures than a regular 
neural network. Whereas the latter is well adapted for simple, 
well-centered images such as hand-written digits, the use of 
CNNs in image analysis ranges from Facebook’s automatic 
tagging algorithms, to object classification and detection, in 
particular in the field of radiology. 

 

 
Fig 2: Convolution neural network structure 

 

 
Figure 3: A diagram showing a convolution 

 
Max-pooling a form of non-linear down-sampling is 

an important concept of CNNs. The input image is partitioned 
into a group of non-overlapping rectangles and a maximum 
value is given for each such sub-region. We use max-pooling 
in vision for the following reasons- The computation of upper 
layers is reduced by the removal of non-maximal values. 
Suppose a max-pooling layer is cascaded with a convolutional 
layer. The input image can be translated by a single pixel in 8 
directions. 3 out of 8 possible configurations produce 
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exactlythe same output at the convolutional layer if max-
pooling is done over a 2x2 region. This jumps to 5/8 for max-
pooling over a 3x3 region [6]. A form of translation invariance 
is provided by this. The dimensionality of intermediate 
representations is reduced by max-pooling because it provides 
additional robustness to position. 

 
III. PROPOSED METHOD 

 
The convolution neural network has been 

implemented as following steps. 
 

Step 1: The input image is taken from the COREL database.   
Each image size is 256*256*3. Where number of rows are 
256, number of columns are 256 and directional range is 3.  
Step 2: The input image has to decompose with original image   
using various convolution filters such as sharpen, edge, line 
and emboss etc. the possible image filters sre 3*3 filters, 5*5 
filters and 7*7 filters. 
Step 3: To extract the features using padding technique. There   
are two types of paddings one is zero padding and another one 
is one’s padding. 
Step 4: To reduce the dimensionality the image can be   
implemented by using pooling method. There are different 
types of pooling methods. One is max pooling, secondly, min 
pooling and average pooling etc. 
Step 5: To extract the high content of the features from large 
set of data it can be applied to number of layers based on        
the number of filters. It is also called as kernel of the  input 
image. 
Step 6: after completion of number of layers, it is composed in  
the domain of fully connect layer. 
Step 7: The final layer is to connected to the classifier method  
to classify the test image from the large set of databases. 
 

 
Figure 4: The basic flow of the LeNet-5 Layer for the content-

based image retrieval 
 

 
the image decomposition is represented as below based on the 
pooling layers.  

 
Figure 5: Convolution process 

 
IV. EXPERIMENATAL RESULTS 

 
The dataset I chose for this thesis is from the SUN 

database [12]. The major reason for choosing this dataset was 
that the images in it were pre-annotated and had annotations as 
XML files for each image. The SUN database is huge so I had 
to choose a small subset  of it for this study. In this study I am 
trying to classify images based on 8 classes namely: water, 
car, mountain, ground, tree, building, snow, sky and unknown 
which contains all the rest of the classes. I chose only those 
sets of images which I felt were more relevant to these classes. 
I collected a database of 3000 images from 41 categories. 
Each image has its annotations in an XML file. I randomly 
divided the dataset into 80% training set and 20% testing. 
There are 1900 training images, 600 testing images and 500 
validation images. The training set was further divided into 
80% training set and 20% validation set. The major drawback 
of this dataset is that the images are annotated by humans and 
the annotations are not perfect thus it may have some effect on 
the results. I try to handle this problem by getting as many 
synonyms as I can for each class label. A few examples of the 
synonyms are lake, lake water, sea water, river water, wave, 
ripple, river, sea, river water among others which all belong to 
the class label water. I mapped these synonyms to their 
respective class labels which are being used. Not all images in 
every category were annotated. I filtered out the annotated 
images from the dataset and used only them for this study. 
Fig.4.5 shows an example of an image from the dataset and its 
annotation file where it can be seen how a river is annotated 
by the user.A little pre-processing was required on the dataset 
before it could be trained because of the way the code for 
CNN training was written. The images were converted to 
grayscale and resized to 28x28 pixels. I used the annotation 
files to get a flag for each class present or absent from the 
image and using the flags I compressed the dataset into a 1D 
array which contains the image dimensions and binary values 
for each class where 1 states that class is present and 0 states 
the class is absent. The compressed data is then trained by the 
neural. The major constraint I had to put is the downsizing of 
images due to memory issues. The images had to be resized 
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which resulted in loss of data. This problem can be avoided as 
shown in the work of Krizhevsky et al [5]. In their model the 
image can be of any square size and can have any number of 
channels (color channels). Removing this constraint will make 
the system more robust. One thing that needs to be kept in 
mind while using original dimensions of the image is that a 
good GPU will be required for training the convolutional 
neural network otherwise there will be memory issues which I 
faced. 
 

 
Figure 6: Testing image 

 

 
 

 

 
Figure 7: Retrieval images 

 
The major constraint I had to put is the downsizing of 

images due to memory issues. The images had to be resized 
which resulted in loss of data. This problem can be avoided as 
shown in the work of Krizhevsky et al [5]. In their model the 
image can be of any square size and can have any number of 
channels (color channels). Removing this constraint will make 
the system more robust. One thing that needs to be kept in 
mind while using original dimensions of the image is that a 
good GPU will be required for training the convolutional 
neural network otherwise there will be memory issues which I 
faced. 
 

Table 1: Content based image retrieval comparison 

 
 



IJSART - Volume 4 Issue 11 –NOVEMBER 2018                                                                                ISSN [ONLINE]: 2395-1052 
 

Page | 265                                                                                                                                                                     www.ijsart.com 
 

Figure 8: Comparison chart for Content Based Image 
Retrieval. 

 
IV. CONCLUSION 

 
There is a lot of work that can be done to make this 

model more efficient and robust for the application of CBIR 
with annotated images.In this study I worked with only 3000 
images from 41 categories and 8 classes. In future to make the 
system more generalized and efficient the dataset can be 
increased and more number of classes such as man, person, 
plane etc can be added. Just by considering 8 classes I showed 
that the system is efficient and even if more classes were 
added to it the performance of the system would only increase. 
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