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Abstract- This paper presents a study of Mid-term load 
forecasting using Linear Regression(LR) and Artificial Neural 
Network (ANN) and applied it to the Dharwad and Hubli 
location of HESCOM (Hubli electric supply company). To 
study the load growth rate of both locations by considering the 
past 3 years load and weather data. Using linear regression 
analysis target values for next 3 years are determined. 
Considering the target values, past load data and weather 
data the load forecasting will be carried out in MALAB using 
Neural Network (NN) tool This gives load forecasts for next 3 
years. 
 
Keywords- LR, ANN, Back propagation, Load forecasting. 
 

I. INTRODUCTION 
 
 Load forecasting is the technique used by the power 
companies to predict what will be the future electric load to 
meet the demand and supply. At present, there's no substantial 
energy storage within the electrical transmission and 
distribution system. For ideal facility operation, electrical era 
should pursue electrical load request. The generation, 
transmission, and dispersion utilities require a few implies that 
to figure the electrical load all together that they will make 
utilization of their electrical transportation with effectiveness, 
emphatically and monetarily. 
 
 Purchasing and generating power, switching of loads, 
and creating framework; for every one of these factors load 
forecasting will help in taking imperative choices on electric 
utility. Load forecasts can be alienated into three sections: 
short-term forecast which gives a forecasted result from one 
hour to week. The Second one is midterm load forecast, these 
are usually from one weak to year. Lastly long term load 
forecast is more than a year.  
 
 The loads are for the most part influenced by climatic 
conditions, societal influences, monetary circumstances, 
different non- linear factors and some other uneven 
performance, which makes precise forecasting of loads a 
challenging task. From most recent couple of decades, efforts 
have been made to advance the exactness of load forecast, and 
quite a few state-of-the-art techniques have been developed, 

going from the early statistical models in light of complex 
artificial intelligence such as ANN. 
 
There are four fundamental components that impact electrical 
load: 
 
1. Economic 
2. Time 
3. Weather 
 
1. Economic factors: 
 
 Economic factors consist of construction of new labs, 
buildings, and experiments which affects load on the power 
system; all these include investment of financial components 
for utility infrastructure. Utility projects, for example, ask for 
charges and demand organization arrange to influence the 
buyers' energy utilize designs amid crest periods. 
 
2. Time factors 
 
  The aim of time viz. Occasional impacts, week by 
week – day by day cycle and get-away assume an imperative 
part in affecting load patterns. Occasional impacts 
demonstrate utilities topping (summer/winter) and furthermore 
bring out auxiliary alterations in power consumption design. 
Amid occasions, the load diminishes considerably. 
 
3. Weather factors: 

 
 Temperature and precipitation are the most critical 
variables considered for load forecasting. Their impact on the 
system load varies not only within summer and winter but also 
between peak and valley of the same day. System load in hot 
and moist areas are affected by humidity. Different factors that 
have effect on load behaviour are wind speed, cloud cover, 
onset of darkness, light force and so on. 
 

II. TARGET EVALUATION USING LINEAR 
REGRESSION ANALYSIS 

 
 LR analysis is a numerical process for estimating the 
relation between two or more variables and it is primarily used 
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for prediction and casual forecasting. Linear regression is an 
approach for modelling the relationship between dependent 
variable and independent variable where dependent variable is 
taken as load and independent variable as months in time. 
Independent variable i.e. months are considered for the 
following years 2014, 2015, 2016 and 2017. The dependent 
variables considered are history load data. Upon considering 
the variables load forecasting has been carried out for next 
three years by using least square method. 
 
A. Least square estimation: 

 
 Least square estimation method is a standard 
approach in line regression analysis. It derives that the general 
arrangement confines the summation of the squares of the 
residuals made in the delayed consequences of and every 
condition. Information fitting is the most critical utilization of 
slightest square technique. The best fit at all squares sense 
limits the total of squared residuals. 
 
 In linear regression analysis the relationship between 
variables is assumed to be a straight line. The equation of a 
straight is generally given by, 
 
y = m x + c... (1) 
 
 Similarly in linear regression analysis, it is denoted 
by,  
 
Y = a x + b... (2) 
 
Where Y – Dependent variable (load). 
 a – Y intercept. 
 b – Slope. 
 x – Independent variable (month -year). 
 
From Equation (1) and (2)  
 a = c (intercepts of y) 
 b = m (slope) 
 
 The least square estimation can be solved by taking 
into consideration the plot of history load data points with 
respect to month-year load data. Here the points are plotted 
such that the sum of the squares of the vertical distances 
between each data point and its equivalent data point on the 
line is minimized. Between data points a line is drawn which 
is the regression line. Corresponding to line on the x axis it has 
corresponding point on the regression line in relation to the 
load data. If the regression is extended then we can get target 
load values with respect to the month-year. 
 

 Another method can be adopted to find out the target 
values by formulae method. From formula method basically a 
and b values have to be find out. 
 

a = y̅ - b x̅... …….(3) 
 

... …..(4) 

 
Where, a = y intercepts. 
 b = slope of the line. 
 y̅ = Arithmetic mean of all y’s. 
 x̅  = Arithmetic mean of all x’s. 
 n = Number of data points. 
 
 By using above equations target load data for next 3 
years of Dharwad and Hubli locations are obtained. 
 
B. Standard error of the estimate: 

 
 The standard error of the gauge is a measure of the 
exactness of predictions and furthermore characterized as 
measure of the precision of expectations made with a 
regression line. It is necessary to find out how the load data 
will fit the regression line. This estimation can be found out by 
figuring the standard error of the estimate spoke to as Syx. 
The standard error of the estimate is same as the standard 
deviation (σ). Standard deviation is the measure of how 
broadly information focuses are scattered around the math 
mean. The standard error estimate reflects how widely the 
errors are dispersed around the regression line. The standard 
deviation is given by, 
 

…….. (5) 

 
Or 

 

....... (6) 

 
 The Standard error can be calculated for both 
Dharwad and Hubli location using above equation. 
 

III. ARTIFICIAL NUERAL NETWORK 
 

 An Artificial Neural Network can be defined as a 
mathematical implement that assumes the behaviour of 
thoughts like a human mind. They are portrayed as a 
multivariate, nonlinear, and nonparametric way which are fine 
in modelling confounded nonlinear systems. ANNs have best 
concert in data classification and function fitting. The basic 
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processing components of ANNs are Neurons. The neurons 
are customized to act same as the neurons in the cerebrum by 
tolerating inputs, handling the sources of info, and producing 
an output. 
 

 
Figure 1. Two-layer, feed-forward, neural network. 

 
 Fig.1. Shows an ANN that it has two layers, an 
output layer and a buried layer (to be found between the 
output nodes and input nodes). The neurons can share inputs; 
so far they are not related with each other. The outputs of one 
layer are connected as the inputs to the next layer if the 
network is a feed-forward network. Right away, The single 
hidden layer is enough to rough any continuous function. 
Multiple outputs neural network depends on the network 
topology.  
 
 Fig.1. Can be represent mathematically as follows if 
the buried layer neurons activation functions are logistic, and 
the output layer neurons activation functions are linear. 
 

.......... (7) 
 

......... (8) 
 

….... (9) 

 
 Where y is output and x_i  inputs to the system. The 
weights w_i and biases of the ANN are resolute through a 
training algorithm that minimizes a loss function. The back 
propagation learning algorithm is used where the difference 
between an output and a estimated value shapes an error 
signal. The weights and biases of the ANN are changed in 
accordance to limit the errors between its output and target 
value. 
 
A. Back Propagation Algorithm 
 

 The algorithm is derived by methods of gradient 
descent for non linear activation function is for the most 
known as back propagation algorithm. The error that is 
processed as back propagated and in light of that the weights 
are update. 
 
 The choice of back propagation neural network is, 
 It under pins fast order. 
 It can be used for both linear and non linear arrangement. 
 It supports multi class classification. 
 
 The algorithm can be decomposed in the following 
five steps: 
 

 
Figure 2. Two layered network. 

 
Step 1. The network is started by setting up every one of the 
weights to be small numbers set between -1 to 1. 
 
Step 2. Next work out the error for neuron B.  
Error = OutputB(1-OutputB) (TargetB - OutputB) 
 
Step 3. Change the weight. Let WAB+ be the new weight 
and WAB initial Weight  WAB+ = WAB + (ErrorB * 
OutputB). 
 
Step 4. Compute the errors for the shrouded layer neurons. 
Taking errors from the yield neurons and running. They back 
propagated trough the weights to get the concealed layer 
errors. If neuron A is connected to B And C to produce an 
error for A.  
 
ErrorA = output (1-outputA)(ErrorB WAB + ErrorC   WAC) 
 
Step 5. Having acquired the error for the hidden layer 
neurons now continues as in stage 3 to change the hidden 
Layer weights. End of Back propagation Algorithm. 
 
B. Load forecasting using ANN. 

 
 MATLAB by Mathworks is the PC programming 
used to make and implement the Midterm load forecast for 
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Hubli and Dharwad locations. The Neural Network Toolbox in 
MATLAB provides worked in capacities and applications to 
help in modelling nonlinear systems. It supports ANN 
training, validation, testing, and simulation with graphical user 
interface (GUI) applications. 
 
 The fig.3: shows the load forecasting flow chart 
which is carried out in MATLAB using ANN tool. 
 

 
Figure 3. Flow chart for load forecasting in MATLAB. 

 
IV. RESULTS AND DISCUSSION 

 
A. Linear regression results 

 
 The load forecast for Dharwad and Hubli locations is 
carried out using past 3 years history load data and whether 
data. The scatter plot of history load for Dharwad and Hubli 
locations are given in figure 4 and 5 respectively. 

 

 
Figure 14. Scatter plot of History load for Dharwad location. 

 

 
Figure 15. Scatter plot of history load for Hubli location. 

 
 The target load data for next 3 years is calculated by 
using linear regression equations which are given in II. The 
results of target load values for Dharwad and Hubli locations 
are given in table 1 and 2 respectively. 
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Table 1.  3years target load data for Dharwad location. 

 
 

Table 2.  3 years target load data for Hubli location. 

 

 The below figure.6 and 7 shows the scatter plot for 
history and target values for Dharwad and Hubli locations 
respectively. 
 

 
Figure 6.  Scatter plot of History and Target values for 

Dharwad location. 
 

 
Figure 7.  Scatter plot of History and Target values for Hubli 

location. 
 
 The standard error is estimated by using the equation 
5 or 6 which shows the accuracy predictions made with the 
regression line. The standard error for both dharwad and hubli 
locations is given in table.3  and  4 respectively. 
 

Table 3.  Standard error calculation of Dharwad location. 
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Table 4.  Standard error calculation of Hubli location. 

 
 

A. ANN results 
 

 The results of loads forecasting completed in ANN 
tools are given in below figures. In ANN tool there is 3 layers 
input, hidden and yield layer. Inputs layer takes the 3 years 
history load data and predicted target load data for next 3 
years. The hidden layer comprises of neurons and these 
neurons must be trained by utilizing the few samples of the 
input data, validation and testing is completed by utilizing rest 
of the input data. The yield layer gives the expecting load. The 
hidden layer neurons can be differed to get exact outcomes. 
The results for 10, 15 and 20 neurons are given in figure 8 to 
13 for both Dharwad and Hubli locations. 

 

 
Figure  8.  Regression plot for 10 neurons for Dharwad. 

 

 
Figure  9.  Regression plot for 15 neurons for Dharwad. 

 

 
Figure  10.  Regression plot for 20 neurons for Dharwad 

 

 
Figure  11.  Regression plot for 10 neurons for Hubli. 
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Figure   12.  Regression plot for 15 neurons for Hubli. 

 

 
Figure   13.  Regression plot for 20 neurons for Hubli. 

 
 The results of load forecasting with 10, 15 and 20 
neurons for Dharwad and Hubli locations are done for next 3 
years utilizing the previous 3 years, temperature, humidity, 
wind speed. Load data are given in table 5 and 6. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 5.  Forecasted load data for Dharwad location. 
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Table 6.  Forecasted load data for Hubli location. 

 
 

V. CONCLUSION 
 

     The load forecasting for dharwad and hubli 
locations for next 3 years has been carried out in MATLAB 
using ANN tool. The target values are calculated using linear 
regression analysis. Form the regression plots it is seen that 
the load forecasting results are almost equal to predicted 
values (target values) for 20 neurons. i.e. the output values 
almost fit to target values. 
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