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Abstract- Now a day as the application area of technology
increases the proportion of data and the nature also increases.
One of such problem in data mining and machine learning
techniques are class imbalance problem. Class imbalance
problem is a problem where distribution of data largely
belongs to one class while small or no data belongs to other
class. Class imbalance problem is also known as skewed data
problem. The data in real-world applications often has
imbalanced class distribution where most of the classifier
correctly classifies majority class data while they completely
ignore minority. This is the problem associated with class
imbalance problem. There many techniques used to solve class
imbalance problem such data preprocessing, algorithmic
approach and ensemble techniques. Data preprocessing gives
better solution than other techniques. Data preprocessing
techniques broadly classified into oversampling and under
sampling technique. The disadvantage associated with under
sampling is that it losses the information. So, mostly
oversampling technique is used to balance the data. But
disadvantage associated with the oversampling techniques is
that it replicates unnecessary information. In this paper,
proposed an approach to minimize the problem of replication
of data associated with the oversampling technique.
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I. INTRODUCTION

In many real time applications large amount of data is
generated with skewed distribution. A data set said to be
highly skewed or class imbalanced if sample from one class is
in higher number than other. In imbalance data set the class
having more number of instances is called as major class
while the one having relatively less number of Instances are
called as minor class [1]. There are a large number of real-
world applications that give rise to data sets with an imbalance
between the classes. Examples of these kinds of application
include medical diagnosis, oil spill detection [2], fraud
detection [3], text classification [4], as medical diagnosis
detection of rare but important disease is very important than
regular treatment. Similar situations are observed in other

areas, such as detecting fraud transaction in banking
operations [3], detecting network intrusions, managing risk
and predicting failures of technical equipment. The imbalance
of class data set can be severe. In case of small sample data
sets, such as those with hundreds of samples or less, the class
can have 1 minority sample to 10 or 20 majority samples. In
larger data sets that contain multiple thousands of samples,
the class imbalance may be even larger; some data sets have
an imbalance ratio of 1 minority sample to 100, 1000, and
even 10000 majority samples, which is worse [6]. As the skew
increases, performance noticeably drops on the minority class.

The classification techniques usually consider a
balanced class distribution (i.e. there data in the class is
equally distributed). Usually, a classifier performs well when
the classification technique is applied to a dataset evenly or
equally distributed to different classes. Still many real
applications face the imbalanced class distribution problem. In
such situation, the classification task imposes difficulties when
the classes present in the training data are imbalanced. The
problem of imbalanced class distribution occurs when one
class is represented by a large number of examples (majority
class) while the remaining other is represented by only a few
(minority class). In this case, a classifier usually tends to
predict that samples belong to majority class and completely
ignore the minority class. This is known as the class imbalance
problem. Fig 1.1 illustrates the idea of the class imbalance
problem where a minority class is represented by only 1% of
the training data and 99% for majority class.

Figure 1. Distribution of Majority and Minority class
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In Class Imbalance, Problem are raised when one
class having more samples than other classes. A dataset is
imbalanced if the classification categories are not
comparatively equally represented. The level of imbalance
(ratio of size of the majority class to minority class) can be as
vast as 1:99. It is noteworthy that class imbalance is emerging
as an important issue in designing classifiers. The classical
classifiers of balance datasets cannot deal with the class-
imbalance problem because they pay more attention to the
majority class. The main drawback associated with majority
class is loss of important information. The class imbalance

problem is a difficult challenge faced by machine learning and

data mining. In the last ten years it has attracted a significant
amount of research. A classifi er affected by the class
imbalance problem for a specific data set would see strong
accuracy overall but very poor performance on the minority
class [6]. The problem can appear in two types of data sets:

1. Binary problems where one of the two classes is
composed of considerably more number samples than
the other class, and

2. Multi-class problems where each class only contains
a small fraction of the samples and use one-versus-
rest classifiers.

Data sets meeting one of the two above criteria have
different misclassification costs for the different classes. The
costs for classifying samples into different classes are given in
a cost matrix. The definitive cost matrix for a problem is
occasionally explicitly stated, but many of the time, it is
simply an inherent part of the problem. Thus, an algorithm
will either have to determine the best cost matrix during
training [5], or the user will have to select a cost matrix to use
in training. If the chosen cost matrix is incorrect, it can lead to
imperfect decisions from the classifier, so it is extremely
important when doing cost-sensitive learning that the proper
cost matrix be used [7].

II. PERFORMANCE METRICES

It is a common to represent the accuracy of
classification using confusion matrix. The columns are the
Predicted class and the rows are the Actual class. In the
confusion matrix, TN is the number of negative examples
correctly classified (True Negatives), FP is the number of
negative examples incorrectly classified as positive (False
Positives), FN is the number of positive examples incorrectly
classified as negative (False Negatives) and TP is the number
of positive examples correctly classified as positive (True
Positives). The Predicted accuracy is defined as Accuracy =
(TP+ TN) / (TP+FP+TN+FN)

Table 1. Confusion Matrix

The predictive accuracy may not be appropriate when
the data imbalanced and/or the costs of different errors vary
markedly. Precision, Recall, Specificity, F-measure and G -
mean can be computed from confusion matrix as specified in
equations (1),(2),(3) and (4).AUROC (Area Under Receiver
Operating Characteristics Curve) is in general used to evaluate
the performance of a binary classifier.

Precision=TP / (TP+FP) (1)

Recall=TPR= TP / (TP+FN). (3)

Specificity=TN / (TN+FP). (4)

F-measure= (2*Recall*Precision) / (Recall+Precision). (5)

G-mean= Recall * Specificity. (6)

FPR= FP / (FP+TN). (7)

Recall measures the predicted accuracy of the
positive samples (minority samples). Precision refers to the
ratio of actual positive samples to all samples that are
predicted as being positive while Recall is the ratio of actual
positive samples to all samples of actual positive samples that
are correctly identified by the classifier, which is the same as
Sensitivity. Mostly for a classifier, the recall rate will be low if
the precision rate is high, that is, the two criteria are trade -off.
For unbalanced data sets, higher the recall lowers the precision.
So increasing recall rates without decreasing the precision of
the minority class is a challenging problem. F-Measure is a
popular measure for unbalanced data classification problems
[8]. F-Measure depicts the trade-off between precision and
recall. The geometric mean (GM) [9] simultaneously
maximizes the accuracy in positive and negative examples
with a favorable trade-off. So use G-mean to maximize
accuracy of majority samples and Recall with a favorable
trade-off. ROC Curves are drawn by plotting FPR on X- axis
and TPR on Y-axis for various thresholds. The area under
ROC curve is a good measure of prediction accuracy.

III. RELATED WORK

The imbalanced data problem in classification can
appear in two different types of data sets: binary problems,
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where one class having more number of samples than the
other and multi-class problems, where the applications have
more than two classes and unbalanced class distribution hinder
the classification performance. In order to overcome the class
imbalance problem, many approaches have been introduced.
Most research efforts on imbalanced data sets have
traditionally concentrated on two-class problems.

Two class problem or binary class problem occurs
when there are significantly fewer training instances of the
first class compared to other one [12]. For example, in credit
card usage data there are very few cases of fraud transactions
as compared to the number of normal transaction. So, the
instances of this data set belong to either fraud class or normal
class only. For two-class problem, researcher proposed many
solutions to the class imbalance problem at both data level and
algorithm level. In data level different re- sampling techniques
are applied to balance class distribution, such as resampling
techniques and multi classifier committee approach [22]. In
algorithm level solutions try to adapt existing classifier
learning algorithms to strengthen learning with regards to the
small class, such as recognition based learning, ensemble
learning, and cost-sensitive learning data set to obtain a more
balanced number of instances in each class. To minimize class
imbalance in training data, there are two basic methods, under
sampling and over sampling [7], [8]. nine instances. So, for
this reason we replicate instances from other circles: red which
represents minority classes until they reach to nine instances
approximately in this case. The drawback of this technique is
if some of the small class samples contain labeling error,
adding them will actually deteriorate the classification
performance on the small class [21].

Figure 2. Handling Dataset

Undersampling:

It removes data from the original data set by
randomly select a set of majority class example and then
remove this sample [12]. Hence, an under sample approach is
aim to decrease the skewed distribution of majority class and

minority class by lowering the size of majority class [8].
Under-sampling is suitable for large application where the
number of majority samples is very large and lessening the
training instances reduces the training time and storage [15].
Fig 3.2 illustrates the distribution of samples in a dataset
before and after applies undersample approach. For example,
from the Fig 3.2 we find the red circle is represent minority
class which has two instances. So, for this reason we take
randomly only two instances from other circles: blue which
represent majority classes in this case. The drawback of this
technique is that there does not exist a control to remove
patterns of the majority class, thus it can discard data
potentially important for the classification process [13], which
degrade classifier performance.

Figure 3. The distributions of samples before and after under
sample approach.

Oversampling: It is a method to adding a set of sampled from
minority class by randomly select minority class examples and
then replicating the selected examples and adding them to data
set [18]. The advantage is that no information is lost, all
instances are employed. However, the major problem of this
technique is leads to a higher computational cost. Fig 3.3
illustrates the distribution of samples in a dataset before and
after applies over sample approach. For example, from the Fig

we find the blue circle represents majority class
which has However, both oversampling and under sampling
are capable of solving the imbalance class problem and both
of them having their own advantage and disadvantage.
Comparing oversampling and under resampling, observation
simply favoring oversampling is that under-sampling removes
some data from the original data, that data may be important
so it result in loss of information while oversampling does not
suffer from this problem.

Hybrid Method: In this method, both oversampling and under
sampling method is used to balance the dataset. In hybrid
method, oversampling is usually done on minority class
samples and under sampling is usually done on majority class
samples [19]. Hybrid method can also utilize using bagging
and boosting [24].
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Random Under sampling (RUS): Random oversampling
balances a data set by duplicating examples of the minority
class until a desired class ratio is achieved. The benefit of
using undersampling to balance the class distribution in this
data set is that the time required to train the classifier will be
relatively short, but a smaller training data set also has its
drawbacks that is loss of valuable information [13].

Random Oversampling (ROS): The most important method in
under- sampling is random under-sampling method which
trying to balance the distribution of class by randomly
removing majority class sample. Random under sampling
(RUS) removes examples (randomly) from the majority class
until the desired balance is achieved. It has the benefit,
however, of decreasing the time required to train the models
since the training data set size is reduced[11],[14].

Figure 4. The distributions of samples before and after over
sample approach.

The complete system is modelled in the ARENA
software by the Rockwell and the method of verification s
cross checked by the inbuilt model. The complete model is
simulated for an 218 minutes and the statistics are observed

IV. PROPOSED SYSTEM

1. PROPOSED APPROACH:

The proposed approach is based on the idea of using
the probability distribution of minority class to generate new
minority class training samples. This way can avoid the
possibility of the synthetically generating training samples
actually belonging to any other class in case of class overlap.
In order to sample from the probability distribution of the
minority class, first need to estimate the distribution and then
employ a mechanism to generate samples from that
distribution. In the following, apply Oversampling approach
for strategically selecting minority class [16] data sample that
have the highest probability of being misclassified by existing
learning model and generating new minority class sample to
balance the imbalance distribution of data.

2. PROPOSED ARCHITECTURE:

In this architecture create a classifier based on the
input dataset. Run classifier and classify the dataset in binary
class. In classification, decision tree classifier [17] builds a
model on training data and checks it with test data. The model
is built with decision tree [14] classifier which deploys the
classification task and gives correctly and incorrectly
classified data. Then dataset is given to Clustering. In k- nn
clustering, dataset is clustered [18] in such a way that it
clusters misclassified data. Select only those clusters which
have minority samples that are misclassified. Then selected
minority samples are given to probabilistic oversampling
technique. Dataset which is obtained after by applying
oversampling gives back to check whether the data set is
balanced or not. The probabilistic oversampling technique [1],
[12], [13] handles the imbalanced datasets to get balanced
datasets

Figure 5. Proposed Architecture

Verify Dataset: To check whether dataset is balanced or not
process through verify stage [21].In this we get the count of
the majority and minority samples which gives result as
balanced or imbalanced dataset. Here, Haberman's Survival
Data is input dataset where class labelled 1 represent the
patient survived 5 years or longer and class labelled 2
represents the patient died within 5 year.If dataset is
imbalanced it is given to the classifier.

Classification : Build classifier model using C4.5 decision tree
classifer [23],[24],[25] where the model is build using training
dataset and verify using test dataset. The decision tree [20]
generated from a set of training data by C4.5, using the
concept of information entropy. At each node of the tree, C4.5
chooses one attribute of the data that most effectively splits.
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The criterion is the normalized information gain which is
result from choosing an attribute for splitting the data. So, the
attribute which has the highest normalized information gain is
chosen to make the decision tree. Decision tree algorithm [15]
was constructed in a top-down recursive divide-and-conquer
manner.

Clustering: The goal of this clustering method [16] is to
simply seperate the data based on the assumed similarties
between various classes. Thus, the classes can be
differentiated from one another by searching for similarities
between the data provided. A distance is assigned between all
points in a dataset. Distance is defined by the Euclidean
distance between two points or:

From these distances, a distance matrix is constructed
between all possible pairings of points (x, y). Each data point
within thedata set has a class label in the set, C={c1,...,cn}.
The data points', k-closest neighbors (k being the number of
neighbors) are then found by analyzing the distance matrix.
The k-closest data points are then analyzed to determine which
class label is the most common amoung the set. The most
common classlabel is then assigned to the data point being
analysed. So, three clusters are generated as result where first
cluster with samples of class 1, second with samples of class 2
and third with samples having both class which is
misclassified samples.

Next select the samples from misclassified cluster
and do the oversampling on the minority class samples which
helps to balance the dataset.

V. RESULTS

The Dataset is first need to check whether is balanced
or not. If dataset is balanced then no need to do further process
as proposed work is to balance the dataset. The dataset is said
to be imbalance if one class contains more number of samples
then other which is given in Fig 4.1where it process the
dataset to verify whether it is balanced or not. The
Imabalanced Dataset is given to the classifier.

Figure 6. Accuracy of Dataset

Figure 7. Performace parameter
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