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Abstract- The proposed system anomaly detection on node by 
using scalability, non-parametric method involves large scale 
computing. It follow some method to detect anomaly node 
.First method is used to decentralized process based on 
hierarchical grouping based on divide and conquer over the 
network. Then second method is hardware homogeneity i.e., 
(group1, group2…... group n).Simultaneously some feature 
extraction added to the group based on local communication 
and executed with non-parametric clustering of parallel 
analysis. Final method is two-phase majority voting i.e., the 
node label with “M” _label of all node. Node label with “N” 
i.e., normal node but node label with “A” i.e., abnormal node. 
 
Keywords- Anomaly detects Divide and Conquer, 
Homogeneity, Two-phase Majority. 
 

I. INTRODUCTION 
 

Anomaly detection is used to identify the hardware 
and software fault, application bugs etc. It is more difficult to 
remove fault node. The proposed system using group of 
strategy for divided big problem involved to analyze large 
system into many small problems using divide and conquer 
model. Then next non-parametric clustering method to 
implement for fault identification. The number of nodes in 
each group and local Communication using decentralized 
design of high scalability. Finally, two phase majority voting 
mechanism used to improve anomaly detection. In each group, 
we collect data to characterize node behaviors, and transfer 
them into a uniform format for further analysis. The data 
gathered from each group are put into a m _ n matrix X, where 
m is the number of features (rows) per node and n is the 
number of nodes (columns) in the group. The value of m can 
be further represented as m ¼ c _ t, where c is the number of 
features gathered to characterize node behaviors and t is the 
number of snapshots sampled per node. As the collected data 
have different scales, the matrix X is normalized across 
columns such that all feature values fall into the range of 0.0 
and 1.0. A scalable, non-parametric method for effectively 
detecting performance anomalies in large-scale systems. The 
design is generic for anomaly detection in a variety of parallel 
and distributed systems exhibiting peer-comparable property. 
It adopts a divide-and-conquer approach to address the 

scalability challenge and explores the use of non-parametric 
clustering and two-phase majority voting to improve detection 
flexibility and accuracy. The derive probabilistic models to 
quantitatively evaluate our decentralized design. The detection 
is based on both OS level (black-box) performance metrics 
and middleware level (white-box) performance metrics. In 
addition, an important feature of this work is application- 
transparent, meaning that our method does not require any 
modifications of the hosted applications. Distributed 
computing like Map/Reduce may also form a peer-comparable 
environment in case of homogeneous hardware resources. 

  
II. EXPERIMENTAL PROCEDURE 

 
1. Decentralized process:  
 
 As  the  number  of  nodes  in  each group is limited 
and only local communication is needed for problem solving, 
such a decentralized design is able to achieve high scalability. 
This process is more useful to hierarchical group of each node. 
First, adopt a grouping strategy, through which we divide the 
big problem involving the analysis of a large system into 
many small problems while at the same time maintain the peer 
comparable environment. 
 
 Second, we explore a non-parametric clustering 
method that does not rely on any pre-defined cluster numbers 
and thus is capable of handling multiple anomalies. 
 
1) Divide and Conquer method: 
 
This method is used to split large problem into small problem 
based on divide and conquer method. Then basic concept of 
hierarchical grouping is used to split and merge node follow 
on three types. 
 
2) Geographical grouping:  

 
Computing nodes are grouped using geographical locations. 
 
3) Topology-aware grouping: 
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 Computing nodes are further divided based on their 
network topologies and hardware configurations. 
 
4) Random:  
 
 Finally, every node serves as a central node and 
forms a group by randomly assigning n neighbors to it. 
 
2.  Advantages: 
 
 Two-phase majority voting mechanism is more 
useful for identify fault node and also remove easily. 
Performance anomalies caused by application bugs, hardware 
or software faults, or resource contention can have great 
impact on system-wide performance and could lead to 
significant economic losses for service providers. Feature 
extraction is used. In each group, we collect data to 
characterize node behaviors, and transfer them into uniform 
format for further analysis. 
 
 Precisely rate servers cost efficiency with respect to load 

characteristics.  
 Average cost, including the expense for purchasing server 

and electricity.  
 Low cost  
 System failure recovers easily. High performances.  
 Communication of normal node easily identified.  
 More easily to implement divide and conquer method 
 

III. RESULTS AND DISCUSSIONS 
 

1. Hierarchical group: 
 
The purpose of hierarchical grouping is to avoid 

global computation and communication for decision making, 
and to guarantee a peer-comparable environment within each 
group. Geographical grouping is conducted first, which is 
applied to avoid the long distance communication between 
remote nodes. The goal of topology-aware grouping is to 
further reduce the group size and maintain hardware 
homogeneity. The rule in this step varies according to 
different system environments. 

 
2.  Feature Extraction: 

 
In each group, we collect data to characterize node 

behaviors, and transfer them into a uniform format for further 
analysis. The data gathered from each group are put into a m _ 
n matrix X, where m is the number of features (rows) per node 
and n is the number of nodes (columns) in the group. The 
value of m can be further represented as m ¼ c _ t, where c is 
the number of features gathered to characterize node behaviors 

and t is the number of snapshots sampled per node. As the 
collected data have different scales, the matrix X is 
normalized across columns such that all feature values fall into 
the range of 0.0 and 1.0. 

 
3.  Non-Parametric Clustering: 

 
Clustering analysis is used to distinguish node 

behaviors within the same group. Commonly adopted 
clustering methods can be categorized into four types, 
including centroid-based (e.g., k-means), connectivity-based 
(e.g., hierarchical), distribution-based (e.g., Gaussian mixture) 
and density-based (e.g., DBSCAN and mean-shift). 

 

 
Figure 1. 

 
4.  Two-Phase Majority Voting: 
 
 Based on the clustering, the next component of our 
design is two-phase majority voting, aiming to identify 
abnormal nodes in each group. In the first phase, a node is 
labeled with (“Majority”) if it belongs to the majority of all 
group 

 

 
Figure 2.  

 
members;  otherwise  it  is  labeled  with  F(“Fewness”). In the 
second phase, only the nodes labeled with M have the right to 
vote. 
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A node is labeled with N (“Normal”) if it belongs to the 
majority of the group members labeled with M; otherwise, it is 
labeled with A (“Abnormal”). 

 
IV. CONCLUSION 

 
We have presented a practical and scalable anomaly 

detection method for large-scale systems. Our design features 
a decentralized approach based on hierarchical grouping, non-
parametric clustering, and two-phase majority voting. 
Experimental results have demonstrated that the proposed 
method can provide high detection accuracy by effectively 
distinguishing distinct anomaly patterns, with a negligible 
overhead. The proposed design is applicable to a variety of 
parallel and distributed computing environments with the 
peer-comparable property. Our ongoing work includes 
evaluating the proposed detection method in other large scale 
computing environments. The number of nodes in each group 
and local communication using decentralized design of high 
scalability. Finally, two phase majority voting mechanism 
used to improve anomaly detection. In each group, we collect 
data to characterize node behaviors, and transfer them into a 
uniform format for further analysis. The data gathered from 
each group are put into a m _ n matrix X, where m is the 
number of features (rows) per node and n is the number of 
nodes (columns) in the group. The value of m can be further 
represented as m ¼ c _ t, where c is the number of features 
gathered to characterize node behaviors and t is the number of 
snapshots sampled per node. 

 
First method is used to decentralize process based on 

hierarchical grouping based on divide and conquer over the 
network. Then second method is hardware homogeneity. Final 
method is two-phase majority Voting. 
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