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Abstract- This paper compares various classification 
techniques in data mining using XLMiner. XLMiner is a 
comprehensive data mining add-in for Excel. Data mining is a 
discovery-driven data analysis technology used for identifying 
patterns and relationships in data sets. Steps involved- Data 
Cleaning, Data Integration, Data Selection, Data 
Transformation, Data mining, pattern evolution, Knowledge 
evolution. The different types of classification techniques are, 
Bayes, neural nets, KNN, Discriminant Analysis, and trees 
etc... This papers shows the accuracy for three different Data 
Sets using five different techniques namely, Naive Bayes, 
Neural Networks, Discriminant Analysis and Random Tree. 
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I. INTRODUCTION 
 
 Data mining is a collection of methods to gather data 
from information and transform into important patterns and 
guidelines to enhance your understanding. The essential 
standards of data mining are to break down the information 
from various bearing, arrange it lastly to condense it. Today 
we are living in advanced world where information expanding 
step by step, to get any data from heap of database is 
troublesome. To manage this colossal information, we require 
data mining methods. The data mining Process I.e. Selection, 
Pre-Processing, Transformation, Data Mining, Interpretation 
and Evaluation are used for performing the mining operation 
optimally.  There are many different tools for performing this 
process namely, Orange, Clementine, XLMiner, Weka etc. In 
this paper XLMiner is used for performing the classification 
operation for different data sets and compare the performance 
of different classification techniques. 
 

 
Figure 1. Data Mining Process 

  
II. TOOL - XLMINER 

 
 XLMiner is a comprehensive data mining add-in for 
Excel. The algorithms can either be applied directly to a 
dataset or called from your own Java code. XLMiner contains 
tools for data pre-processing, classification, regression, 
clustering, association rules, and visualization. It is also well-
suited for developing new machine learning schemes. 
 

 

 
Figure 2. XLMiner View 

 
III. DATA PROCESSING 

 
1. Missing data handling 

 
While pre-processing, we treated missing data that 

are represented by null values by replacing them through the 
function of mean, in all the datasets that are categorized by 
different time duration. After that, we collaborate all the 
datasets, into 1 dataset, that contains all the features of each 
location and time period. 
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2. Converting categorical to numerical 
 
Then we convert the categorical data into numerical 

data by analyzing the levels and respectively providing labels. 
So, to perform operations on our dataset. Locations and State 
attributes have been converted. 

 
3. Converting numerical to Binomial 

 
Taking the water quality label, and specifying min 

and max value to be true, if the quality is good, else false. So, 
it’ll provide the data into categorical form, in terms of True 
and False. 

 
4. Feature Selection 

 

 
Figure 3. Features of Heart Disease are selected according to 

F Test Statistical filter for analysis of variance. 
 

 
Figure 4. Feature of Wine Quality selection graph 

 

 
Figure 5. Feature of Breast Cancer selection graph 

5. Splitting the dataset into the Training set and Test set 
 

Data partitioning is done based on the build water 
quality model, that splits the data into 80-20% for training and 
test set. 

 
6.  Fitting classifier to training set 

 
Fitting the data with higher accuracy on the training 

set. So, target function from the training data generalizes to 
new data. 

 
7.  Predicting the Test set results 

 
Once the model is built, we make predictions on the 

test set. it extracts the test set feature vector and use the model 
to make prediction, whether the quality is benign or malign. 

 
8. Visualizing the Training set results 

 
Based on the above predicted feature vector, we 

make a grid set using the sequence of features providing them 
column names, and plotting out the results. 

 
IV. CLASSIFICATION 

 
 Classification is a data mining algorithm hat creates a 
step by step guide for how to determine the output of a new 
data instance. The tree it creates is exactly that: a tree whereby 
each node in the tree represents a spot where a decision must 
be made based on the input, and you move to the next node 
and the next until you reach a leaf that tells you the predicted 
output. Classification is a data mining (machine learning) 
technique used to predict group membership for data 
instances. 
 
1. Naive Bayes 
 
 The Bayesian Classification speaks to a directed 
learning strategy and also a Statistical technique for 
classification. It uses the knowledge of prior events to predict 
future events. It is the fastest on comparing to other 
classification algorithms. It gives functional learning 
algorithms and prior information and observed data can be 
combined. Bayesian Classification gives a valuable point of 
view to understand and evaluating many learning algorithms. 
It calculates explicit probabilities for hypothesis and it is 
robust to noise in input data. Bayes theorem provides a way of 
calculating posterior probability P(c|x) from P(c), P(x) and 
P(x|c). The below eauation shows that: 
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Figure 6.  

 
- P(c|x) is the posterior probability of class (c, target) given 

predictor (x, attributes).  
- P(c) is the prior probability of class. 
- P(x|c) is the likelihood which is the probability of   

predictor given class. 
- P(x) is the prior probability of predictor. 

 
2. Neural Network 
 
 Neural networks is based on a large collection of 
neural units (artificial neurons), loosely mimicking the way a 
biological brain solves problems with large clusters of 
biological neurons connected by axons. We have used 
Boosting Neural networks. Boosting is a general method for 
improving the performance of learning algorithms. A recently 
proposed boosting algorithm is AdaBoost. It has been applied 
with great success to  several benchmark machine 
learning problems using mainly decision trees as base 
classifiers. 
 
3. K-Nearest Neighbour 

 
 K-NEAREST NEIGHBOR (KNN) is a non-
parametric LAZY learning algorithm. KNN is one of those 
algorithms that are very simple to understand but works 
incredibly well in practice. It is surprisingly versatile and its 
applications range from vision to proteins to computational 
geometry to graphs. Using of KNN make things very simple. 
It is one of the top 10 data mining algorithms.  
 
4. Random Tree 

 
 Random trees is a collection (ensemble) of tree 
predictors that is called forest further. The clasification works 
as follows: the random trees classifier takes the input feature 
vector, classifies it with every tree in the forest, and outputs 
the class label that received the majority of “votes”. In case of 
a regression, the classifier response is the average of the 
responses over all the trees in the forest. 

 

5. Discriminant Analysis 
 

 Discriminant function analysis is a statistical analysis 
to predict a categorical dependent variable (called a grouping 
variable) by one or more continuous or binary independent 
variables (called predictor variables). Discriminant function 
analysis is useful in determining whether a set of variables is 
effective in predicting category membership. Discriminant   
analysis is used when groups are known a priori (unlike in 
cluster analysis). Each case must have a score on one or more 
quantitative predictor measures, and a score on a group 
measure. In simple terms, discriminant function analysis is 
classification - the act of distributing things into groups, 
classes or categories of the same type. 

 
V. RESULTS AND DISCUSSIONS 

 
Table 1. Performance compression of different 

classification techniques (in %) 

Dataset 
Naïve 
Baye

s 

Neural 
Netwo

rk 

KN
N 

Discrimi
nant 

Analysis 

Rando
m 

Tree 
Breast 
Cancer 

96.78
5 95.995 

93.
571 95.708 95 

Heart 
Diseas

e 
70 34.5 35 

38.5 22.5 

Wine 
Quality 

97.96 44.88 
53.
497 

53.778 55.88 

 
 In Preprocessing, we treated missing data that are 
represented by null values by replacing them with median or 
mode, that provide us with data cleansing, then we have 
performed feature selection, where we have selected the most 
important features by taking all the attributes as input and 
classifier as output variable. here all data is classification, so 
we have categorical output variable type. then we got the 
feature importance plot based on F Test- Statistic. from that 
we have deselected out the most important features based on 
the ranking, and done standard data partitioning, where we 
pickup rows randomly with partition percentage of training set 
as 60% and validation set as 40%. the output we have as the 
data partitioned.  
 
 Now, we will apply classification techniques, we 
have used discriminant analysis, K-Nearest neighbour, 
Classification Tree- Random Tree, Naive Bayes, and neural 
network boosting algorithm. 
 
 In each classification, we have data range, no. of 
columns, rows in training set and validation set. 
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 Then we normalize the input data, wherever required. 
and we got the result as scoring training data and scoring 
validation data, where we got the detailed report and summary 
report. the outcome is confusion matrix, Error rate, and 
performance. 
 
 The results measuring the accuracy performance of 
each dataset with different classification techniques. 
 

 

Figure 7. performance graph on wine quality data set 
q 

 
Figure 8. performance graph on heart disease data set 

 

 
Figure 9. performance graph on breast cancer data set 

 
VI. CONCLUSION 

 
XLMiner is a simple tool for using the different 

techniques of data mining. We have used tool for 
classification of data sets and compared the performance of 
different classification algorithms. According to results we got 

the naïve bayes as highly accurate for classification techniques 
on small and mid-range of datasets and also neural networks 
perform well with 2 or more number of nets in it. 
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