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Abstract- A topic person interaction detection method called 
SPIRIT, which classifies the text segments in a set of topic 
documents that convey person interactions to represent 
syntactic, context, and semantic information of text, and this 
structure is incorporated into a tree-based convolution kernel. 
Experiment results based on real world topics demonstrate 
that the proposed rich interactive tree structure effectively 
detects the topic person interactions and that our method 
outperforms many well-known relation extraction. Nature of 
the person is represented through behavior and mining 
technique helps to analyze the opinion a person exhibits. 
Discovering semantic knowledge is significant for 
understanding and interpreting how people interact in a 
meeting discussion. Patterns of human interaction is extracted 
from the minutes of the meetings. Different Human 
interactions, such as proposing an idea, giving comments, and 
acknowledgements, indicate user intention toward a topic or 
role in a discussion. To further understand and interpret 
human interactions in meetings, we need to discover higher 
level semantic knowledge about them, such as which 
interaction often occur in a discussion, what interaction flow a 
discussion usually follow, and what relationship exist among 
interactions. This knowledge describe important patterns of 
interaction. Based on the human interaction the behavior of 
the members are identified and people of similar nature are 
grouped together. 
 
Keywords- Topic person, Sentiment mining, topic analysis, co-
extracting relation. 
 

I. INTRODUCTION 
 

The Web has been the powerful medium for the 
development of the information age. It’s the primary tools for 
disseminating social , economic , sports and political progress 
in countries across the world. Internet users can express their 
opinions about topics easily through various collaborative 
tools, such as weblogs. People can easily find the documents 
of several topics mining methods but readers are often 
overwhelmed by large number of topic documents and they 
have difficulty in assimilating the information in large 
documents. In real life , facts are important , but opinion also 
plays a crucial role. The Search engines do not search for 

opinions. Opinions are hard to express with a few keywords. 
This problem has motivated the development of several topic 
miming method to help the readers digest enormous amount of 
topic documents information. The topic is associated with 
specific time , places and persons. We have to discover the 
interactions between the persons to help the readers in 
constructing the background of the topic and for facilitating 
the document comprehension. Forinstance , if the reader 
knows the interactions of the key persons in a budget meeting 
, they can understand  document about the budget more easily.  
Even in bioinformatics field the interaction discovery is active 
under research. In this work , we present a novel topic person 
interaction method called SPIRITS Analysis ( Scouting Person 
Interaction using Rich Interactive Tree ) and Sentiment 
Analysis , which detects the text segments that mention the 
interactions between topic persons. When given a set of topic 
documents , it involves 3 major tasks. SPIRIT Analysis first 
decomposes the topic document into text segments and 
identifies the segments that covey the interactions between the 
persons. The second task applies an information extraction 
algorithm to extract interaction tuples from the identified 
segments. Then the third task is to analyse the interactive 
segments to group sentimentally positive , neutral and 
negative information together. 

 
First the focus is made on the interaction detection in 

the topic documents and identify text segments known as 
interactive segments that convey interactions between the 
persons. The interactions of persons include compliments , 
criticism , collaboration and competition. Then to extract and 
analyse opinions from the topic document , it is unsatisfactory 
to merely obtain the overall sentiments about the information. 
The readers expects to know that the topic person expresses a 
positive pinion , negative opinion of an informations , not just 
the reviewer’s overall seentiments. To fulfill this aim , both 
opinion targets and opinion words must be detected. Generally 
, sentiment analysis aims to determine the attitude of a speaker 
or a writer with respect to some time or the overall contextual 
polarity of a document. An attitude can be as a positive or 
negative evolution of people , objects , events , activities and 
ideas. The sentiment analysis is an evaluation or judgement of 
an attitude object ranging from extremely negative attitude to 
extremely positive attitude (that is to say , the emotional state 
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of the author when writing) . In this opinion/sentiment mining 
, the opinion /sentiment extraction attempts to make the 
automatic systems to determine the human opinion from text 
written in natural language. Opinion Mining draws on 
computational  linguistic , information retrival , text mining , 
natural language processing , Machine learning , statistics and 
predictive analysis. Thus SPIRIT results shows that it can 
identify interactive segments accurately and the proposed 
features outperform sentiments of well-known openIE systems 
dramatically.  

 
II. RELATED WORKS 

 
Human interaction in meetings has attracted much 

research in the fields of image/speech processing, computer 
vision, and human-computer interaction (see [2] for a full 
review). Stiefelhagen et al. [3] used microphones to detect the 
current speaker and combined acoustic cues with visual 
information for tracking the focus of attention in meeting 
situations. McCowan et al. [5] recognized group actions in 
meetings by modelling the joint behavior of participants based 
on a two-layer Hidden Markov Model (HMM) framework. 
The AMI project [6] was proposed for studying human 
interaction issues in meetings, such as turn-taking, gaze 
behavior, influence, and talkativeness. Otsuka et al. [7] used 
gaze, head gestures, and utterances in determining interactions 
regarding who responds to whom in multiparty face-to-face 
conversations. DiMicco et al. [8] presented visualization 
systems for reviewing a group’s interaction dynamics,e.g., 
speaking time, gaze behavior, turn-taking patterns, and 
overlapping speech in meetings. In general, the above-
mentioned systems aim at detecting and visualizing human 
interactions in meetings, while our work focuses on 
discovering higher level knowledge about human interaction. 
Mining human interactions is important for accessing and 
understanding meeting content [1]. First, the mining results 
can be used for indexing meeting semantics, also existing 
meeting capture systems could use this technique as a smarter 
indexing tool to search and access particular semantics of the 
meetings [9], [10]. Second, the extracted patterns are useful 
for interpreting human interaction in meetings. 
 

Cognitive science researchers could use them as 
domain knowledge for further analysis of human interaction. 
Moreover, the discovered patterns can be utilized to evaluate 
whether a meeting discussion is efficient and to compare two 
meeting discussions using interaction flow as a key feature. 
Unlike mining patterns of actions occurring together [11], 
patterns of trajectories [12], and patterns of activities [13], our 
study aims at discovering interaction flow patterns in meeting 
discussions, such as relationships between different types of 
interactions. We are aiming at identifying human behavior 

patterns from the interactions. By the identification of the 
pattern with the human , we can find out the nature of the 
person during meetings, then the domain of interest and to 
perform several types of reasoning. 
 

Several works done in discovering human behavior  
patterns by using stochastic techniques we present SPIRIT, 
which automatically detects text segments (called interactive 
segments hereafter)that convey person interactions in a set of 
topic documents. 

 
III. SYSTEM MODEL 

 
The Symbolic or Knowledge base approach and 

Machine learning approach are the two strategies used for 
analyzing sentiments from the text. Symbolic approach 
requires a large database of predefined emotions and an 
efficient knowledge representation for identifying sentiments. 
Machine learning approach uses a training set to develop a 
sentiment classifier to classify sentiments. Our method first 
decomposes the topic documents into a set of candidate 
segments, each of which is likely to mention interactions of 
topic persons. As the syntactic information of text (e.g., parse 
tree) has proven to be useful in resolving the relationship 
between entities. We invented the Rich Interactive Tree (RIT) 
structure that depicts the syntactic path of topic persons in a 
candidate segment’s parse tree. Meanwhile, the content of the 
segment is examined to ornament the rich interactive tree with 
interactive semantics. We adopted the convolution tree kernel 
[12] to measure the similarity between text segments in terms 
of their RITs. 
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Figure 1. 

 
Fig 1 displays the system architecture of SPIRIT, 

which is comprised of four key components: candidate 
segment generation, segment structure generalization (SSG), 
rich interactive tree construction, and convolution tree kernel 
classification. 

 
The tree kernel is incorporated into the support vector 

machine (SVM) [16] to learn a classifier for each structural 
type which detect and classifies interactive segments in the 
topic documents. The Figure 1, shows the architecture of the 
Interactive sentiment analysis model and shows the functional 
stages in detail. 
 
Candidate Segment Generation: 

 
We first decompose the document into a sequence of 

clauses C = {c1,..., ck}. Then a named entity recognition tool 
is employed to label the tokens in the clauses that represent a 
person’s name. We observed that the rank-frequency 
distribution of the labeled person names followed the Zipf’s 
law [9], meaning that many of them rarely occurred in the 
topic documents. Mentions with low frequencies usually refer 
to persons that are irrelevant to the topic (e.g., journalists), so 
they are excluded from the interaction detection process. Let P 
= {p1,…, pe}denote the set of frequent topic person names, 

referred to as target persons hereafter. For any target person 
pair (pi, pj) in P, the candidate segment generation component 
extracts text  segments that are likely to mention their 
interactions from the document. The component processes the 
clauses in C individually and considers a clause as the initial 
clause of a candidate segment if it contains target person 
pi(pj). Since the interaction between pi and pj may be narrated 
by a sequence of clauses, we consider two types of candidate 
segments namely, intra-candidate segments and inter-
candidate segments. The component then examines the initial 
clause and subsequent clauses until it reaches an end clause 
that contains the target person pj(pi). If the initial clause is 
identical to the end clause, the process generates an intra-
candidate segment; otherwise, it generates an inter-candidate 
segment. Note that if there is a period between the clauses of 
the inter-candidate segment, we drop the segment because pi 
and p belong to different discourses. In addition, if pi(pj) 
appears more than once in an inter-candidate segment, we 
truncate all the clauses before the last pi(pj) to make the 
candidate segment concise. By running all target person pairs 
of P over the topic documents,we can obtain a candidate 
segment set CS = {cs1,…, csm}. 

 

 
Figure 2.  

 
The above discussed algorithm, performs candidate 

segments. 
 
Rich Interactive Tree Construction: 
 

A candidate segment is represented by the rich 
interactive tree (RIT) structure. Fig. 1 illustrates the process of 
generating a RIT. By default, we utilize the shortest path-
enclosed tree (SPT) as our RIT sapling, because shows that the 
SPT is effective in identifying the relations between two 
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entities mentioned in a segment of text. The SPT is the 
smallest sub-tree of the segment’s syntactic parsing tree that 
links person names pi and pj. However, the interaction 
expression is excluded from the SPT if it follows pj. To 
remedy this problem,  if the last person name and the verb 
following it form a verb phrase in the syntactic parsing tree, 
we treat the verb as a modifier of the last person name and 
extend the RIT to the end of the verb phrase. 
 

To make the RIT concise and clear, we prune 
redundant elements in the RIT. We start by truncating inter-
candidate segments, because middle clauses of inter-candidate 
segments are sometimes irrelevant to person interactions. To 
discriminate middle clauses associated with the topic persons, 
we adopted the Stanford parser [17], which labels 
dependencies between text tokens (words). The labeled 
dependencies form a directed graph G = <V, E>, where each 
vertex in V is a token and the edges in E denote the set of 
dependencies. 

 
Figure 3. Rich Interactive Tree(RIT) 

 
We search for the person dependency path which we 

defined as the shortest connecting path of the topic persons in 
G. Then, the pruning operator removes a middle clause and all 
of its elements in RIT if the clause is not involved in the 
person dependency path. The clause is pruned because it is not 
associated with the topic persons. Additionally, since frequent 
words are not useful in expressing interactions between topic 
persons, we remove indiscriminative RIT elements. A well-
known stop word list is compiled by collecting the most 
frequent words in the Sinica corpus2. When a word in RIT 
matches the list, it is removed with its corresponding elements. 
Finally, duplicate RIT elements are merged, since nodes in an 
RIT are sometimes identical to their parents. The tree-based 
kernel used to classify a candidate segment computes the 
overlap between the RIT structure of the segment and that of 
the training segments. Considering that complex RIT 
structures degrade the computation of the overlap, we merge 
all duplicate elements to make the RIT concise. 
 
Pseudo Code of MABA: 
Input: Preprocessed Trace Pt 
Output: Multi Attribute Trust Factor MATF. 
Start 

 For each attribute Ai of request Req 
  Compute Total number of access. 
  Tna =  

  Compute number of completeness. 
  Nc = 

 

  Compute trust factor of Ai. 
  Tai =  

 End 
 Compute Multi attribute trust factor MATF. 

 MATF =  

Stop 
 
 

The above discussed algorithm computes the multi 
attribute trustworthy measure by computing the multi attribute 
trust factor to decide the trust of any user request. 
  

At this stage, the method uses the above mentioned 
two modules to perform access control. Upon receiving the 
request from the user the method performs preprocessing and 
multi attribute behavioral analysis. Based on the result of 
multi attribute behavioral analysis the method  computes the 
trust factor to allow or deny the user request. 
 
Interactive Segment recognizer and Feature Extraction: 
 

To recognize interactive segments in CS , we treat 
interaction detection as a binary classification problem. The 
following presents the proposed features including syntactic , 
context –dependent , and semantic information in text. 
Syntactic feature set: 
 
- VERB RATIO (vr): The ratio of transitive verbs to 

intransitive verbs for the given person names in a 
candidate segment. 

 
- VERB COUNT (vc): The number of verbs in a candidate 

segment. 
 
- VERB COUNT BETWEEN TOPIC PERSONS (vcp): 

The number of verbs for the given person names in a 
candidate segment. 

 
- SEGMENT LENGTH (sl): The length of a candidate 

segment (i.e., the number of tokens). 
 
- VERB DENSITY (vd): The ratio of verbs to the length 

of a candidate segment. 
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- SPECIFIC PUNCTUATION (sp): It is equal to 1 if the 
punctuation {: ;、} appears in a candidate segment; 
otherwise, it is 0. 

 
- DISTANCE OF TOPIC PERSONS (dp): The number 

of tokens in the given person names of a candidate 
segment; that is, the distance of the given person names. 

- MIDDLE TOPIC PERSON (mp): It is equal to 1 if 
person names other than the given person names occur in 
a candidate segment. For instance, mp is 1 for cs2. 

 
- INTRA-SENTENTIAL SEGMENT (iss): It is equal to 

1 if a candidate segment is intra- sentential; otherwise, it 
is 0. For instance, iss is 0 for cs2. 

 
- FIRST POSITION (fp): The first position of the given 

person names in a candidate segment. For instance, fp is 1 
for cs2. 

 
- LAST POSITION (lp): The last position of the given 

person names in a candidate segment. For instance, lp is 
16 for cs2. 

 
Context-dependent feature set: 

 
- TRI-WINDOW COUNT (tc): The number of verbs in 

the tri-window (i.e., three consecutive tokens) before and 
after the given person names. For instance, tc is 1 for cs2. 

 
- INTERACTIVE VERB (iv): It is equal to 1 if a 

candidate segment contains a verb on an interactive verb 
list; otherwise, it is 0. The verb list is compiled by using 
the log likelihood ratio (LLR) [10], which is an effective 
feature selection method. Given a training dataset 
comprised of interactive and non-interactive segments, 
LLR calculates the likelihood that the occurrence of a 
verb in the interactive segments is not random. A verb 
with a large LLR value is closely associated with the 
interactive segments. We rank the verbs in the training 
dataset in terms of  their LLR values, and select the top 
150 verbs to compile the interactive verb list 

 
- INTERACTIVE BIGRAM (ib): It is equal to 1 if a 

candidate segment contains a bigram of an interactive 
bigram list; otherwise, it is 0. The bigram list is compiled 
in a similar way to the verb list by selecting the top 150 
bigrams in the training dataset based on their LLR values. 

 Semantic feature set: 
 
- SENTIMENT VERB COUNT (svc): This is the number 

of sentiment verbs in a candidate segment. Intuitively, 
interactions can occur with positive or negative semantics. 

For instance, the verb (interrogated) in cs2 describes 
criticism between the given person names, and it is a 
sentiment verb with negative semantics. Here, we employ 
the NTU English Sentiment Dictionary (NTUS)2, which 
contains 2812 positive and 8276 negative English 
sentiment verbs compiled by linguistic experts. 

 
- NEGATIVE ADVERB COUNT (nac): The number of 

negative adverbs (e.g., (have never)) in a candidate 
segment. 

 
- INTERACTIVE SEMEME (is): It is equal to 1 if a 

sememe of a verb in a candidate segment is on an 
interactive sememe list; otherwise, it is 0. A sememe is a 
semantic primitive of a word defined by E-HowNet [6], 
which is a English lexicon compiled by English linguistic 
experts. Basically, an interaction can be described by 
different synonyms. By considering the sememes of the 
verbs in a candidate segment, we may increase the 
chances of detecting interactions. For each sememe in E-
HowNet, we compute its information gain [10] in 
discriminating the interactive and non-interactive 
segments of the training dataset. However, a sememe with 
a high information gain can be an indicator of non-
interactive segments. Therefore, we process sememes one 
by one according to the order of their information gains. 
We compute the frequency that a sememe occurs in the 
interactive segments. If the sememe tends to occur in the 
interactive segments, we regard it as an interactive 
sememe; otherwise, it is a non-interactive sememe. We 
compile the interactive sememe list by selecting the first 
150 interaction sememes. 

 
- NON-INTERACTIVE SEMEME (ns): It is equal to 1 if 

a sememe of the verbs in a candidate segment is on a non-
interactive sememe list; otherwise, it is 0. Similar to is the 
non-interactive sememe list is compiled by selecting the 
first 150 non-interactive sememes in the training dataset. 

 
- FREQUENT SEMEME (fs): It is equal to 1 if a sememe 

of the verbs in a candidate segment is on a frequent 
sememe list; otherwise, it is 0. We rank the sememes of 
verbs according to their occurrences in the interactive 
segments of the training dataset. The frequent sememe list 
is compiled by selecting the first 150 frequent sememes 

 
IV. SENTIMENT ANALYSIS 

 
Our study aims at discovering interaction flow 

patterns in meeting discussions, such as relationships between 
different types of interactions. We are aiming at identifying 
human behavior patterns from the interactions. With the 
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identification of the pattern with the human we can find out 
the nature of the person during meetings. Human Interaction is 
a vital event to understand communicative information. 
Understanding human behavior is essential in applications 
including automated surveillance, video archival/retrieval, 
medical diagnosis, and human computer interaction. Group 
social dynamics can be useful for determining whether 
meeting was well organized and whether the conclusion was 
rational. 
 

Minutes of meeting are read from the text corpus and 
preprocessed as given in figure 1. These are then matched with 
patterns of interactions and are grouped together .They are 
then classified and form patterns of individual members of the 
meeting.The words are defined for the features of RIT.  
 
Pseudo code for Pattern matching: 
 
 Input: Keywords present in the document  
Output: Patterns are formed 
 
1. The keywords are checked with the features defined  
2. The matched words are extracted and identified  
3. Using Apriori algorithm these words are mined to get a 

pattern The keywords identified are matched with the 
lexicon table that has been created for the interactions of 
Proposal (PRO), Comment (COM) and 
Acknowledgement (ACK).Using Apriori algorithm 
similar patterns are mined out. Some examples of patterns 
can be PRO, COM, ACK, PROCOM, PRO-ACK, PRO-
COM-ACK 

 
The features and corresponding persons are identified 

and placed in a table. 
 
 Pseudo code for Grouping: 
 
Input: Matched words from the pattern  
Output: A table which contain the patterns of each individual 
present in the meeting 
  
Step 1: The matched words are counted for the corresponding 
person 
 
Step 2: They are grouped based on similarity of words Step 3: 
Pattern generated for each person based on the data in the 
table 
 

V. RESULTS AND DISCUSSION 
 

Precision (also called positive predictive value) is the 
fraction of retrieved instances that are relevant, while recall 

(also known as sensitivity) is the fraction of relevant instances 
that are retrieved. Both precision and recall are therefore based 
on an understanding and measure of relevance. High precision 
means that an algorithm returned comparatively more relevant 
results than irrelevant.  Precision = true positives/total 
elements in the positive class i.e. Precision = true positives/ 
(true positive+ false positives) The three features extracted are 
PRO, COM, and ACK For the case of PRO – proposal Assert, 
recommend, inform are identified as Comment and are False 
Positive. For the case of COM- comment Announce, observe 
are identified as Acknowledgement and are False Positive. For 
the case of ACK-acknowledgement Defend, admit are 
identified as Comment and are False Positive. 
 

Table 1. Details of simulation Parameters 
Parameter Value 

Tool Used Advanced Java 

Number of resources 100 

Number of users 50 

Size of trace 100 

 
The Table 1, shows the details of simulation 

parameters being used to evaluate the performance of the 
proposed approach. 
 

 
Figure 4. 

 
The Graph 1, indicates the values obtained when the 

features Proposal (PRO), Comment (COM), Acknowledgment 
(ACK) are calculated based on the factors of true positives and 
false positives. The Precision values when reaches 1 shows 
maximum accuracy. 

 
VI. CONCLUSION 

 
Based on the interactions among the people present 

in the meeting we are able to retrieve a pattern for each 
meeting. Mining results can be used for interpreting human 
interactions in the meetings. As future work, plan to perform 
clustering based on the interaction patterns to identify the 
behavior of each individual in the meeting, thus exploring the 
involvement of each person in the meeting.. Current results 
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have paved the way for other potential research topics. For 
instance, we observed that person interactions generally 
involve sentiments. The sentiment information of a text can be 
investigated to enhance our rich interactive tree structure and 
to improve the interaction detection results. 
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